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We study aspects of the space-time singularity structure of several classes of causal distributions, 
including the cases usually encountered in perturbation theory. Various definitions of restricted equal
time limit are considered which allow for the presence of highly singular Schwinger terms. It is shown 
that, with one definition, every causal distribution has a restricted equal-time limit. A form of sum rule 
valid even in the presence of singular Schwinger terms is given. 

1. INTRODUCTION 

The e.t. (equal-time) limits of matrix elements of 
current commutators continue to be of interest from 
the viewpoint of current algebra. In the simplest case 
of a vacuum-to-vacuum matrix element 

C(x) = (01 [jA(x/2),jB( -x/2)] 10), 

one has available the Kallen-Lehmann representation 

C(x) = f dap(a)tl.(x; a). (1.1) 

A discussion of the e.t. limit of (1.1) (with tl. replaced 
by ootl.) has been given by Brandt.1 In the present 
paper we introduce a technique which enables us to 
exhibit explicitly the space-time singularity structure 
of C(x) for a large class of spectral functions; the 
question of e.t. limits can then be discussed more 
directly. We also consider various definitions of such 
limits and the derivation of sum rules when Schwinger 
terms are present, i.e., when the e. t. limit exists only 
in a restricted sense, made precise below. 

In Sec. IIA we show how any C(x) of the form (Ll), 
with pea) a tempered distribution, may be written as 
a multiple derivative of an ordinary function of x 
defined by an integral having the form of a Fourier
Bessel transform. These integrals are evaluated for 
two classes of spectral functions p(a): The first class 
shows how nonintegrable pea) can lead to C(x) which 
vanish in an arbitrarily large neighborhood of the 
t = 0 hyperplane; this example is used later to cast 
light on the difference between various definitions of 
e.t. limit.1-4 The second class incorporates all the cases 
encountered in perturbation theoretic calculations of 
spectral functions. In Sec. lIB, a generalization to the 
case of a 10st-Lehmann-Dyson representation is given. 

In Sec. III we develop techniques and formulas for 
carrying out the needed distribution theoretic differ-

entiations; the results are summarized in Tables I 
and II. The use of these tables is illustrated by examples 
from quantum electrodynamics. 

In Sec. IV various definitions of e.t. limit are con
sidered; it is emphasized that a sharp definition of 
Schwinger terms may be given in terms of the concept 
of restricted e.t. limit, in which the limit is defined 
only on a subspace of SeRa). It is shown that every 
causal distribution has at least a restricted e.t. limit, 
in the sense of one of the definitions. 

Concluding remarks concerned with the derivation 
of sum rules in the presence of Schwinger terms are 
contained in Sec. V. 

A word about notation: If D is a distribution, D(x) 
the associated generalized function, and u(x) a test 
function, we shall often indicate the action of D on u 
by placing D(x) in boldface square brackets and u(x) 
in boldface round brackets to the right, thus: 

[D](u) = [D(x)](u(x» = f dxD(x)u(x). 

2. DISTRmUTIONS DEFINED BY SPECTRAL 
REPRESENTATIONS 

A. Kallen-Lehmann Representation 

The mathematical basis for this section is pro
vided by the following relation: 

Identity: Let tl.(x; a) be the usual causal solution 
ofthe homogeneous, mass-a! Klein-Gordon equation. 
Let d., denote a differentiation operator or I, and let 
pea) be a tempered distribution. Then, when b is not 
in the support of p(a) , we have 

f dap(a)d",tl.(x; a) 

= diD + b)'" J dap(a)(b - ar"'tl.(x; a). (2.1) 

3307 

Copyright © 1970 by the AlIIerican Institute of Physics 



                                                                                                                                    

3308 P. J. OTTERSON AND J. SUCHER 

Proof: Let u(x) be a test function. Using (0 + a) X 

~(x; a) = 0, we have5 

[f dap(a)dx~(x; a)](u) 

= f dap(a){[dx~(x; a)](u)} 

= f dap(a)(b - a)-n[~(x; a)](±dx(O + bt(u» 

= [J dap(a)(b - a)-n~(x; a)](±dx(O + bt(u» 

= [dx(D + b)nJdap(a)(b - a)-n~(x;a)]<u). 

Equation (2.1) may be used to obtain explicit 
expressions for distributions specified by Kiilten
Lehmann spectral functions. Suppose, for simplicity, 
that pea) vanishes for a ~ ° and that dx = 1. Then 
(2.1) (for n ~ 1) becomes6 

J dap(a)~(x; a) 

= (-otJ daa-np(a>[ - (;2)! E(X~:(X2) J1[a(X2)!]} 

(2.2) 

Although the integrals (2.2) are to be interpreted in 
the sense of distribution theory, it can be shown that 
if pea) is a function, the integral on the right-hand sid~ 
of (2.2) may be interpreted, for each x, as an ordinary 
Lebesgue integral, provided that it converges for large 
a. Since pea) is tempered, one can always choose n 
sufficiently large to ensure convergence and perform 
the differentiation after the integration. 

This procedure may be used to convert any spectral 
integral to a classical integral, since any tempered 
distribution pea) may be expressed in the form 

pea) = (- :aTp(a), 

where fi{a) is a continuous function. Then 

J dap(a)~{x; a) 

= {D + b)mJ dap(a){b - a)-m[ (:af .l(x; a)]. 

(2.1') 

The use of p permits integration over singularities in 
pea) occurring atfinite values of a; the factor (b - a)-m 
forces convergence of the integral at infinity. 

As an illustration of the use of (2.1), consider the 
class of spectral functions pea) = a" sin (a!(3)O(a), 
with K a nonnegative integer. Let 

E(x; K, (3) == 1"" daa" sin «(3.j a)~(x; a). (2.3) 

Then, using (2.2), we have 

E(x; K, (3) 

= (_0),,+1 ["" da(_a-!E(XO)O(X:) J
1
(ax2)! sin (3.ja) 

Jo 41T(X2
) 

= (_ 0)"+1 [E(XO)O(X
2
)O(X

2 
- (32) (I)]. 

21T(X2 - (32)! x2 
(2.3') 

A remarkable feature of this example is that the sup
port of the distribution E(x; K, fJ) excludes the hyper
plane t = O. Thus, there exist distributions, all 
derivatives of which have well-defined e.t. limits (in 
a sense to be defined in Sec. 3), for which the corre
sponding spectral functions are nonintegrable ordinary 
functions. 

We turn now to another class of spectral functions, 
which covers most of the examples known from 
perturbation theory. Consider pea) = O(a - b)alZ X 

(log b-1a)", with b > 0 and K a nonnegative integer. 
Again using (2.1), one finds 

E(x; 0(, b, K) = I"" daalZ[log (ab-l)]"~(x; a) 

_ n(E(Xo)0(X
2
). ) -(-0) 41T I(x,n,O(,K,b) , 

(2.4) 
where, with 'fJ = alb, 

(The last equality is the Mellin-Barnes identity for 
the Bessel function J1 • The path of integration in s 
passes just to the left of the origin.) 

Now pick n > IX. + 2, so that the last integral exists 
over the real (is, 'fJ) plane and also over d'fJ for each 
fixed s. Using the Fubini theorem to invert the order 
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of integration, we obtain 

lex; n, lX, IC, b) 

Ii", dsr( _s)(tbx2)S!>,,-n+2 
= - l(s, n, 01:, IC, b), 

-ioo 4i1Tr(S + 2) 

where 

= L'" dye(Il-n+s+2)lIy" 

K! 
- (n - 01: - S - 2)"+1 . 

(2.5) 

/(s, n, 01:, K) is evaluated for s purely imaginary; the 
resulting function is then analytically continued into 
the right half s plane. [The poles of /(s, 11, 01:, K) are 
ultimately responsible for Schwinger terms, as we 
shall see.] 

Finally, the integral over s may be performed by 
closing the contour at infinity in the right half s plane 
and evaluating the residues. (The new arc contributes 
nothing to the integral, for the magnitude of the new 
integrand is strictly less than that occurring in the 
original Mellin-Barnes identity.) Summarizing the 
results of these integrations, we have 

(
E(XO)O(X2

) ) E(X;OI:,K,b) = _(_o)n ~-I(x;OI:'K,b,n) , 

(2.6) 

where, in the case of no overlap between the poles of 

r( -s) and (n - 01: - S - 2)-"-1, 

lex; 01:, K, b, n) 
k! '" (_tbx2)mb,,-n+2 

-- ! +h 
- 2 m=O.l". m!(m + 1)!(n - 01: - m - 2)"+1 

m¢n-,,-2 
with 

h = (-1)" b,,-n+2![(!\" r( -s)(tbx2tl . 
2 K as} res + 2) J8=n-IZ-2 

If 01: is an integer, the poles overlap and 

h = (K ~11)[ (:J+l 
x (S - l)r(s - l)(tbX2Y)] . 

res + 2) 8=l=n-,,-2 

These formulas are summarized in Table I. 

B. JLD Representation 

To analyze the general matrix element of a current 
commutator, it is convenient to use the J ost-Lehmann
Dyson (JLD) representation. The techniques of the 
preceding subsections may be easily generalized to 
cover a large class of JLD spectral functions. 

We note that if one takes the Fourier transform of 
the usual momentum space JLD representation, one 
obtains, through formal convolution (see, however, 
Sec. 5 for critical remarks on this procedure) a repre
sentation of the form 

D(x) == (al [J,itX),jB( -tx)] Ib) 

= I dM2p(X; M2)~(X; M). 

TABLE I. Spectral functions and corresponding distributions as derivatives of ordinary functions. 

Spectral function 
p(a) 

O(a)at sin (fly' a) 

Distribution E(x) = J dap(a)Ll(x; a) 

(
€(XO)O(X1») 

E(x; IX, K, b) = -(-0)" 411 lex; IX, K, b, n), n ~ 1, n > IX + 2 

'" (-lbx')mb,,-nH 
lex; IX, K, b, n) = hex; IX, K, b, n) + lr(k) m=tl .... ml (m + 1)1 (n _ IX _ m _ 2),,+1 

m06n-Qt-2 
(- )"b"-n+2 1 [( a) (r( -S)(lbX1

),)] 

hex; IX, K, b, n) = 2 (K) as K res + 2) 8=n-,,-206 integer 

or 

--=.!...- [(~)"+1(S -I)r(s -1)(lbX
I)')] 

(I( + 1) as r~s + 2) ,=1 

I = n - IX - 2 = integer 
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Assuming for simplicity that supp p excludes the by parts, 
point M2 = 0 and applying the identity (2.1) with 
d., = 1, we obtain the relation [DE(Xo)O(x

2
)](v(t)w(r» 

or, on integration by parts, 

D(x) =k~~ gpvG)(o.,/ 

X f dM2( - M2)-n[o!~k p(x; M2)]Dn-l~(x; M2). 

This can be repeated until all the powers of 0 are 
removed. Now note that if p(x; M2) is smooth in M2 
and, together with its derivatives with respect to x, is 
polynomially bounded in M2, one may evaluate the 
integrals classically, as in 2A,by taking n large enough, 
and the differentiations may be performed afterwards. 
We now turn to the problems encountered in calcu
lating such derivatives. 

3. DIFFERENTIATION OF CAUSAL LORENTZ 
INVARIANT DISTRmUTIONS 

A. Computations 

In the preceding section, we expressed several distri
butions as derivatives of functions. The present 
section is devoted to eJl,plicitIy calculating relevant 
(distribution-theoretic) derivatives. We begin with 
two simple examples. 

Example 1: 

o [E(XO)O(X2)] = 4E(~0)b(X2). (3.1) 

Proof: Let u = u(t, r, il) her' a test. fuoctioo. By 
definition, 

Now we take u to be a product test function:' 
u(t, r, il) = v(t)w(r, il). (This involves no loss of 
generality-to show that two distributions agree, 
it is sufficient to show th ~t they agree on a dense 
subspace of test functions, such as the linear span of 
analytic product functions.) Let w(r, il) be expanded 
in spherical harmonics. Only the spherical symmetric 
part remains after the integration over angles; let 
this part be denoted w(r). We have, on integration 

where 

= 41T f dtv(t)[d:E(t)I(t; w) - E(t)I(t; V2w)}, 

and; 

(It I 
I(t;w) = Jo r2w(r) dr 

Now 

d~[E(t)I(t; w)] = 2tw(ltl) + t2w'(ltl)E(t) 

and (integrating twice by parts) 

Thus 
E(t)I(t, V2w) = t2w'(lt/}E(t). 

[DE(Xo)O(x2)](v(t)w(r» 

= 81T L:dt[tv(t)w(,t ,)] 

= 4 (~ dtV(t)E(t) (00 r2 drfdil(b(lt l - r») w(r) 
Loo _ Jo 21tl 

= 4[E(Xo)b(x2)](v(t)w(r», 
and so 

Example 2: 

(3.2) 

Proof" With conventions as above, 

[DE(xo)b(x2)](v(t)w(r» 

= 81T f dtv(t)(d~tw(lt/) - t(r-1d:rw)r_ltl) 

=0. 

This second identity may be obtained formally by 
applying the operator 0 = (d~ - r-1d:r) to the 
object 

Such formal manipUlations are suspect; a formal 
calculation of (d: - r1d:r)[!t-1b(ltl - r)J yields the 
nonsensical answer t-3b(t - r). 

The relation 

o [E(xo)O(x2)(x2tl = 4n(n + 2)E(Xo)O(x2)(x2)n-1, 

n ~ 1. (3.3) 

may be verified by techniques similar to those above. 
The following trick is useful for differentiating more 

complicated distributions. 
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Trick: Consider the generalized function I(t) 
defined, for t > 0, by 

it 1t-E 
I(t) = f(t, r) dr = lim f(t, r) dr, 

o E-+O+ 0 

where f(t, r) is smooth and finite except possibly at 
r = t. [As a function of the variables r ± t, f may 
have an integrable singularity in the variable r - t, 
as does the function fer, t) = log (t - r).] Then, 
assuming for simplicity thatf(t, 0) = 0 and using a 
comma to indicate differentiation, we have 

dtI(t) = !o'<J. t + !.,) dr, (3.4) 

although I.t and I., may be separately nonintegrable 
near r = t. 

Proof: Recall that the derivative of a limit of distri
butions is the limit of differentiated distributions. Then 

dtI(t) = lim dt (t-'f(t, r) dr 
E-+O+ Jo 

=}~~[ (f-Ef.t(t, r) dr) + I(t, t - E)] 

= lim ( (H(!'t + !.r) dr), 
E-+O+ Jo 

which proves (3.4). 

This trick may be used to obtain a fairly explicit 
general expression for distributions of the form 
o [E(XO)O(x2)f(x2)]: 

[OE(XO)O(x2)f(x2)](u) 

= L: dtE(t) ftldr f da[4r2u(ltl - r)'1" 

+ 4(r2u),.(ltl - r)f' + 2(ru)"J], (3.5) 

where primes denote differentiation of a function with 
respect to its argument. 

Proof: Let u(x) = v(t)w(r, a). Then 

[OE(Xo)O(x2)f(x2)](v(t)w(r, a» 
= i: dtE(t){ v,tt(t)I(t; rw) - v(t)I[t; (rw),rr]), 

where 

f 
(It I 

I(t; rw) = dO. Jo (rf)(rw) dr. 

Noting that 1(0; rw) = l. t (O; rw) = 0, we get, on 

integration by parts, 

[OE(Xo)O(x2)f(x2)](v(t)w(r» 

Now let 

= f dtE(t)v(t){I,tlt; rw) - I[t; (rw)",]). 

so that 
(It I 

1(t; rw) = Jo g(t, r) dr, 

and apply the trick twice to calculate I. tt : 

(It I 
I,tt = Jo (g", + 2g",t + g,tt) dr 

= f tldr 
f dn[4r2w(ltl - r)'1" + 4(ltl - r)(r2w),r/' 

+ 2(rw),r/ + (rw),rr(Ij')]. 

The integral of the last term in the integrand is just 
l[t; (m) .r,], and thus 

[E(Xo)O(x2)/(x2)](v(t)w(r, a» 
= L:dtV(t)E(t) f dO. ftldr[4(r2W)(ltl - r)'1" 

+ 4(r2w),r(ltl - r)f' + 2(rw),r/], 

which is equivalent to (3.5) for u = v(t)w(r, a). 

We conclude this section by calculating 

0" [E(XO)O(X2) log X2]. 

We begin by substituting f(x2) = log x 2 into the gen
eral expression above and obtain, for n = I, 

[OE(XO)O(x2
) log X2](U) = L:dtE(t)I(t; u), (3.6) 

where 

I(t· u) -fda (Itldr(_ 4r
2
u + 4(r

2
u),r 

, - Jo (It I + r)2 (It I + r) 

+ 2(ru).r log (t2 
- r2»). (3.6') 

A fairly tedious calculation which consists in applying 
the trick several times to the above expression yields? 

[02E(XO)O(X2) log X2](U) 

where 

= 4 L: dt[u(t, Iti}P(t-1
) + E(t)U.,(t, Itl)], (3.7) 

u(t, r) = f dnu(t, r, a). 

This expression, together with Table I, will be used 
to derive the Schwinger terms in second-order 
quantum electrodynamics. 
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Equation (3.6) may be rewritten in manifestly 
covariant form. In order to motivate the definitions 
to come, recall the formulas for I-dimensional 
distributions 

function w(r) , 

[b(n)(t2 _ r2)](w(r» = (~)n(rW)1 . 
dr 2 r~ltl 

Thus 

(3.8a) d~[[b(n)(t2 - r2)](w(r»] 

where ~r is a zero offa), and 

t5(nJ[f(~)] = [f'(~)rl( - :~ [f'(~)rlrt5(~ - ~r)' 
(3.Sb) 

valid when feE) is monotonic increasing and appro
priately differentiable. In particular, takingf = x 2 = 
t 2 - r2 and viewing 15' (t 2 - r2) as at-parametrized 
family of distributions acting on functions of r, we 
find 

For fixed t ~ 0, acting on a test function w(r) 
(remembering the r2 factor of integration), we see that 
this gives 

[t5'(t2 - r2)](w(r» 

= roo drr2[...l b(ltl - r) - ~ drt5(ltl - r)](w(r» Jo 4r3 4r 

= ! w(ltl) + w (ltD = ~ rw(r) I . 
4 I tl .r dr2 2 r=ltl 

Thus, we define the 4-dimensional distribution 
e(xoW (X2) by its action on a test function u(t, r, 0) 
via 

[e(xo)t5'(x2)](U) 

== ! L:dt[U(t, ItDP(t-1
) + e(t)u.r(t, ltD], (3.9) 

where 

u(t, r) = f dOuet, r, 0). 

[Acting on product test functions v(t)w(r) with 
v(O) = 0, this agrees with the t-parametrized inter
pretation above-thus the definition is reasonable. 
It is the handling of the singularity at t = ° which is 
a matter of definition.] On comparing (3.7) and (3.9), 
we arrive at the manifestly covariant expression 

Similarly, viewing t5(n)(t 2 - r2) as a I-parametrized 
family of distributions, we find, acting on a test 

= (dr)2(dr·t<trw)/r=t 

= [2dr• + 4r2(dr.)2](dr.ntrw)/r=ltl' 
and 

[V2[b(n)(t2 _ r2)]](w) 

= C~2r d;(irw)/r~ltl 
= (dr.t(2dr• + 4r2d;.)(t rw)/r=t' 

which implies 

[ot5(n)(t2 - r2)](w(r» 

== d~[b(n)(t2 _ r2)](w) - [V2b(1l)(t2 _ r2)](w) 

= 4(r2d~+2 - d;.r2d;.)(trw)lr=t 

= -4nd~2t-1(!rw)/r~t 
= _4n[t5(n+1)(t2 - r2)](w(r». 

This makes reasonable the inductive definition (for 
4-dimensional distributions now) 

e(xo)t5(n+l)(x2) == - (4n)-1 0 e(xo)t5(n) (x2) , n ~ 1, 

(3.1}) 
with which we have 

one(xo)&(x2) log x2 = (-4)n(n - 2)! e(xo)b(n-l)(x2), 

n ~ 2. (3.12) 

The formulas derived in this section are summarized 
in Table II. 

B. Use of Tables I and II 

By combining the second entry of Table I with the 
formulas of Table II, one is able to analyze in detail 
the strongest e.t. singularities of any Kallen-Lehmann 
spectral representation for which the weight function 
behaves asymptotically like a polynomial in log a 
and fractional powers of a. (This covers all known 
cases in perturbation theory.) The idea is to subtract 
out the polynomial and use the tables to analyze its 
contribution. The remainder, corresponding to an 
integrable spectral function, has the e. t. behavior 
of the integrand. The work is greatly simplified by 
the observation that only the lowest fractional or 
logarithmic power of x 2 is important. 

As an explicit example, consider the vacuum 
expectation values of current commutators in scalar 
and spinor electrodynamics, with 

C
Plv 

= (01 [j/tx), jv(tx)] 10). 
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TABLE II. 

a. Various explicit distribution theoretic derivatives. 

(1) 0 [E(Xo}8(x2)(x2)n] = 4n(n + l}E(Xo}8(x2)(x2)(n-l l , n ~ 1 
(2) 0 [E(Xo}8(x2)(x2)n(log x2)m] = 4€(xo}8(x2)(x2)n-l 

X [n(n + 1)(log x2)m + (2n + 1)m(log x')m-l + m(m - l)(Iog x2)m-2], 
n~l,m~O 

(3) 0 [E(Xo}8(X2)] = 4E(Xo)6(X2) 
(4) 0 [E(Xo}<5(X2)] = 0 
(5) on [E(Xo}8(X2) log X2] = (-4)n(n - 2)! E(xo)6Ul-ll(X2), n ~ 2 
(6) 0 [E(xo)6(nl(x2)] = -4nE(xo)6(n+1)(x2) 

b. Distributions acting on the test function U = u(x) = u(t, r, a). 

(1) [E(Xo}8(x2)f(x2)](u) = J~ 00 dt.(t) J~tl r2 dr Jdauf(x') 

(f integrable) 

(2) [E(xo)6(X2)J(U) = J~oo dt f daltu(t, Itl, f.l) 

(3) [E(Xo)<5 (X2)](U) = ! J~oo dt J da[u(/, Itl, a)p(t-l) + E(t)U,r(t, It/, a)] 

(4) [DE(Xo)8(x2) log X2](U) = L: dtE(t)I(lt/; w), 

where . J (It I ( 4r
2
/l 4(r'u),r 2 2) 

l(ltl,w) = dQJo dr -(ltl+r)2+(ltl+r)+2(ru),rlog(t -r) 

In the scalar case one has 

C • = -- daa- (a - 4m2)-ie
2 100 

1 .l 
" 487T2 

4m2 

X (gil' - a-lo")),,,)~(x; a) + t9(e4), 

and in the spinor case l one has 

C". = - da(a + 2m2a-!)(a - 4m2
) ie

2 100 

1 1 
127T2 

4m2 

X (g". - a-la",/l",)~(x; a) + t9(e4). 

From Table I we find 

Using Table II, we note 

02[€(XO)O(X2) log X2] ,.....; E(Xo)l5'(X2). 

Let u = v(t)w(x) be a testing function for which 
r-2dkw(x) is finite for r -+ O. Then 

[COk](U) oc f dtv(t)h(t; w), 

where, with w. k == S (ow/ox,)r=ltl dn., 

h(t· w) = w,kAlt!) _ w,k(lt!) + w (Itl). 
, It I t2 ,k,r,r 

After a calculation similar to one done in Ref. 3, one 

then finds 

(3.14) 

Thus the restricted e.t. limit of COk(x) (see Sec. 4) 
contains a Schwinger term (found in the spinor case 
in Ref. I) proportional to dk \i'2t5(x). The coefficients 
are (ie2/127T2) and (ie2/487T 2) for spinor and scalar 
electrodynamics, respectively. The result for the scalar 
case was also derived in Ref. 3, using a different 
method. 

It should be emphasized that, although the distri
bution dk \i'2t5(x) can be extended (in a variety of ways) 
to act on any IV E S(Rg), the limit of h(t; w) as t -+ 0 
does not exist unless w(x) is restricted as above. 

4. EQUAL-TIME LIMITS AND 
SCHWINGER TERMS 

In this section we consider various definitions of 
equal-time limits of 4-dimensional distributions D 
and use examples from Sec. I to illustrate their 
different features. 

(1) If a distribution D(t) in a single variable t is 
equivalent to a continuous function l(t) in a neigh
borhood N of the point t = 0, then a natural definition 
of the "equal time-limit" of D is simply the number 

1(0). A generalization of this idea to a 4-dimensional 
distribution D(x) = D(x; t) is readily available if D, 
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when acting on product testing functions u(x) = 
v(t)w(x) with supp vet) c N, has the form 

[D](v(t)w(x» = J dtv(t)H(w; t), (4.1) 

with H a continuous function of tEN, for any 
WE seRa). Also, if the map w - H(w; t) is a distribu
tion for each tEN, then we define (DI): 

[ lim D] (w) = H(w; 0). (4.2) 
t-+O 1 

When the conditions on H hold only for w(x) in a 
proper subspace S .. c S(R3), S ... consisting of testing 
functions w(x) such that lim [r-"w(x)] as r - 0 is 
finite, we shall say that the corresponding map 
w(x) - H(w; 0) is a restricted e.t. limit of D and 
write (DI)n: 

[ lim I D] (w) = H(w, 0), (4.3) 
1-+0 n 1 

the bar and subscript indicating that the limit exists 
only on the subspace Sn. If n is the smallest positive 
integer for which H exists, we refer to H as a Schwinger 
term. 

The techniques of Sec. 2 were developed with this 
definition in mind-they enable one to compute the 
continuous function H(w, t) explicitly. (Cf. Tables I 
and II and Sec. 3B.) 

(2) It is clear that when a distribution D has a 
restricted e. t. limit in the sense of definition (D 1)1'1 , 
then 

[ lim I D] (w(x» = lim D[vm(t)w(x)] (4.4) 
t-+O n 1 m .... oo 

for every sequence vm(t) -+ d(t) in C;". (CN is the 
space of continuous function on N and prime denotes 
dual.) This property may be used as a definition: 
Suppose that a distribution D has the property that 
there exists a neighborhood N of the origin t = 0 such 
that, for each sequence of testing functions vm(t)- d(t) 
with support vm(t) c N, lim [D(vm(t)w(x»] as m ->- 00 

exists and defines a linear functional on Sn' inde
pendent of sequence taken. We may then define (D2) .. : 

[ lim I D] (w(x» = lim D[vm(t)w(x)]. (4.5) 
t-+O fI. 2 m-+C() 

It has been shown7 that if a distribution has an 
e.t. limit in the sense of (D2) .. , then it may be repre
sented by a continuous function in the sense of (Dl) ... 
Thus definition (D2) .. , which might appear to have 
wider applicability, is in fact equivalent to (D I)n . 

A stronger requirement than that occurring in 
definition (D2) , namely that the right-hand side of 
(4.5) exists and is sequence independent for N = 
(- 00, 00), has been considered in the literature.1 With 
such a modified definition (D2'), the existence of an 
equal-time limit is determined by the (Lebesgue) 
integrability of the spectral function in the case of a 
Kallen-Lehmann representation. However, as the 
first example of Sec. 2 shows, there are distributions 
with nonintegrable spectral weights which vanish in 
a neighborhood of t = 0 and hence have well-defined 
equal-time limits (zero) in the sense (D2) , but not 
in the sense (D2'). This is because E(x; 1(, {3) [Eq. 
(1.3)] has strong singularities at points t oF 0 and 
sequences {vm(t)} which tend to d(t) in S'(R) may be 
contrived so as to pick up contributions from these 
singularities. Thus the definition (D2'), unlike (D2), 
does not have a purely local character. 

(3) The range of applicability of (D2) may be 
extended by placing additional restrictions on the 
class of sequences considered. One might require 
tha.t the supports shrink to zero, as in the following 
definition,2 using a dilatation sequence. Let vet) be a 
testing function with the properties support v c 
(-1, 1) and S vet) dt = I, and let v",(t) = mv(mt). 
Then, if a distribution D is such that lim [D(vm(t)w(x»] 
exists, is independent of the choice of v, and defines a 
linear functional on Sn' we may define a restricted e.t. 
limit by (D3),,: 

[ lim I D] (w(x» = lim D[mv(mt)w(x»). (4.6) 
t-+o n 3 m-+c;o 

It is not difficult to find distributions which have 
e.t. limits in the sense of (D3), but not in the sense of 
(DI) or (D2). For example, let 

00 

D(x) = ~ n-2(}(t - n-1)d(x - t). 
1'1=1 

Moreover, under (D3), unlike under (DI) or (D2), 
the following theorem holds8 • 

Theorem: Every causal distribution has a restricted 
e.t. limit, in the sense of (D3)n. 

Proof' The symbolic function D(x) associated with 
a tempered distribution D may be written in the form 
D(x) = okF(x), where F(x) is a continuous function 
and Ok is a product of partial derivatives, i.e., Ok = 
ITl=o (O/OXi)k i • 

Let hex) be a test function in 8(3), with supp h c 

{x Ixl < 2} and hex) = 1 for Ixl < t. Since D is 
causal and supp v E (-1, 1), D gives the same result 
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acting on [vm(t)w(x)]h(m) as on vm(mt)w(x). Thus, 
with Ikl = ~ k(, 

[D](mv(mt)w(x» 

= (-l)lklffdX dtF(x, t)okmv(mt)h(mx)w(x) (4.7) 

= (-1)lk 1mk-3ff dx dtF(: ' ;)OkV(t)h(X)W(~), 
(4.8) 

where, to obtain the second line, we have introduced 
new variables x' = mx, t' = mt and then dropped 
the primes. If we choose w(x) E Sn(3), then the 
integral in (4.8) will be of order m-n for large ~, 
since the integration is over a compact set and F IS 

continuous. Hence, the rhs of (4.7) will tend to zero 
as m -- 00, for n ~ k - 20 It follows that D has 
at least a restricted e. t. limit (equal to zero) of index 
k - 2. 

We now prove a fact which is intuitively obvious
that, if D is a causal distribution (i.e., vanishes outside 
the light cone) and has a restricted e.t. limit, then the 
support of the restricted limit must consist of the 
origin alone. The proof is in terms of definition (D I) ; 
analogous proofs hold for the other definitions. 

Proof: Suppose that a point x = b :;of 0 is in the 
support of (limt-+oln D). Let Nb = {x Ilx - bl < 
! Ibl}. Let H(w; t) be the continuous function and N 
the neighborhood of t = 0, corresponding to D. 
Since b is in the support of the restricted limit of D, 
there exists a test function wb(x) with support con
tained in Nb (thus Wb is in Sn for each n) such that 
H(wb; 0) :;of O. Since H(Wb; t) is a continuous function 
of t in N, there exists a neighborhood Tb of t = 0 such 
that H(Wb; t) > 0 for t in Tb. Let vb(t) be a positive 
test function with support contained in N n Tb n 
(-! Ibl, ! Ibl). Then Vb(t)Wb(x) is a test function in 
S(R4) with support outside the light cone, and 

[D](vb(t)Wb(x» = f dtvb(t)H(Wb; t) :;of 00 

This contradicts the assumption that D is causal. 

Since a distribution with support consisting of a 
single point may be expressed as a finite sum of 
derivatives of delta functions, the eot. limit of a causal 
distribution may be written 

[ lim D] = f ano;b(x), (4.9) 
t ... o n=O 

where the an are constants, provided that the un
restricted (n = 0) e.t. limit exists. 

5. CONCLUDING REMARKS 

In conclusion we make a number of remarks 
related to the content of the preceding sections. 

A. Failure of Convolution Assumption 

In the derivation of sum rules in current algebra, 
one often uses the procedure of multiplying by bet) a 
current-commutator matrix element 

C(x) = (ocl [jA(!X),}n( -tx)] 1,8) 

followed by Fourier transformation of the product, 
using "the convolution theorem" to compute the 
transform.9 

To see the danger of this procedure, let us apply it 
to the distribution (ojot)E(x), where E(x) is defined 
by Eqo (203), with, say, k = ,8 = I, so that 

E(x) = LX> daa(a)~(x; a) 

with a(a) = a sin ,J a. Since, according to (2.3'), the 
support of E(x) and hence of OtE(x) excludes the 
interval -1 < t < 1, we have b(t)otE(x) == O. On 
the other hand, the Fourier transformation of OtE(x) 
is i€(ko)koa(k~ - k 2) so that a formal application of 
the convolution theorem would give 

o = f dk~ Ik~1 a(k~2 - k2) = 2 f daa(a). 

However, S daa(a) is not well defined because a(a) is 
not integrable to infinity. 

The source of this difficulty is that the usual con
volution theorems do not apply to arbitrary pairs of 
distributions, even when they can be multiplied, as 
for the case at hand. A generalization of the concept 
of convolution which covers such cases is possible 
and will be discussed elsewhere.10 

B. Sum Rules in the Presence of Schwinger Terms 

If the unrestricted eot. limit of C(x) exists, we may 
write, using (409), 

C(x, 0) = ~ ano:b(x) (5.1) 

so that the procedure described above yields 

f dko~(k, ko) = ~ an( - ik)n (5.2) 

with an obvious symbolic notation. If only a restricted 
e.t. limit exists, then P(x)C(x), where P is a suitable 
polynomial in the components xl' of x, will have an 
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e.t. limit, like the rhs of (5.1), so that multiplication 
by b(t),followed by Fourier transformations, yields 

f dkoP( -i :k) C;(k, ko) = - ~ anC -ikt· (5.3) 

Equation (5.3) constitutes a generalization of (5.2) 
to the case when "real" Schwinger terms are present. 

This is the case, for example, in photo-meson 
scattering, with a gc/>4 strong interaction, where the 
relevant e.t.c has a P(l/t) singularity in order g2e2•7 

It would be interesting to see whether such generalized 
sum rules can be useful in the investigation of physical 
scattering amplitudes. 
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Given a Hermitian matrix that depends upon some parameter, one often wants to be able to find 
all the paramete~ independent symmetries of the matrix. A method for accomplishing this is given here. 
The only numerIcal procedure involved is the diagonalization of Hermitian matrices. 

I. INTRODUCTION 

Normally, in quantum mechanics, symmetry is 
considered as something which is easy to find and 
which, when it has been found, is used to simplify 
the problem of diagonalizing the Hamiltonian. The 
method to be suggested here is the opposite: First 
diagonalize the Hamiltonian, and then use the results 
of the diagonalization to find the symmetry. One 
might wonder whether this can be of any use. The 
answer is that if one can find all the symmetry by 
just looking at the Hamiltonian, then one, of course, 
does not need any numerical methods to find it. One 
might, however, come across the situation where the 
results of the diagonalization of the Hamiltonian 
make one think that perhaps one has not found all 
the symmetry. This is actually the usual reaction if 
one finds degeneracy or violations of the noncrossing 
rule. Since the knowledge of the symmetry often will 
provide physical insight into the problem, and since 
the symmetry, when it has once been found, might 
be simple to verify and use in the solution of other 
problems, one would in such situations like to have 
a method which is more powerful than the trial and 
error method for finding symmetry. It was actually 
the occurrence of such a situation, when diagonal
izing the Hubbard Hamiltonian for benzene,l that 
caused the evolution of the method to be presented 
in this article. It turned out to be a very useful tool in 
the benzene case and to provide great help in pointing 
the way to the right conjecture. It was even possible 
to use the method to prove rigorously that there 
was not any additional symmetry. Furthermore, the 
method can be used not only to find rigorous sym
metry, but also approximate symmetry, which in 
turn could be used to find useful approximation 
methods. 

II. THE NECESSARY THEORY OF MATRICES 

The discussion will be limited to Hermitian opera
tors on a finite-dimensional space, since some of the 
theorems to be used are not generally valid for opera-

tors in infinite dimensions. In any event, the subse
quent algorithmic solution will apply only to finite 
matrices. 

The first step will be to state a set of definitions and 
theorems on matrices which will be used in the 
following. The theorems will not be proved, since 
they are supposed to be either easy to look up in a 
textbook or trivial to prove. Matrices will in general 
be n x n. Capital letters will stand for matrices and 
the corresponding small letter with two indices for 
the elements of the matrix. I will be used for the 
identity matrix. The superscript H will be used for 
Hermitian conjugation. 

Theorem 1: Hermitian and unitary matrices can be 
diagonalized by unitary transformations. 

Theorem 2: Two diagonalizable matrices commute 
iff they can be diagonalized with the same similarity 
transformation. 

Theorem 3: If A is any n X m matrix, then there 
exist unitary matrices U (of size n X n) and W (of 
size m x m) such that 

UAW H = D, (1) 

where D is a n X m matrix of the form 

(2) 

Dl is a diagonal matrix whose diagonal elements are 
the nonzero singular values of A (i.e., the square 
root of the nonzero eigenvalues of AAH or AHA). U 
can be found as the unitary transformation which 
diagonalizes AAH (the nonzero eigenvalues being 
ordered as in D1), 

(3) 

while W is the product of two unitary matrices, V' 
and V, 

w= V'V, (4) 

3317 
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where V is the unitary transformation which diagonal
izes AHA (again with the same ordering of the non
zero eigenvalues as in D1): 

(5) 

The matrix Viis given as follows: Let C be the 
matrix 

C = U A V H = {C1 O} o 0' 
(6) 

where C1 is a nonsingular matrix of the same dimen
sion as D1 • Then Viis the m x m matrix 

(7) 

The transformations U and Ware unique except for 
the following possibilities: 

(1) U can be multiplied by any n X n unitary 
transformation of the form 

(8) 

where I is of the same dimension as D 1 • 

(2) W can be multiplied by any m x m unitary 
transformation of the form 

(9) 

where I is of the same dimension as D1 • 

(3) If in Dl some of the diagonal elements, say the 
k first, are equal, then U and W can be multiplied 
simultaneously by matrices of the form 

{
Vk O} 
o I' 

(10) 

Vk being any k-dimensional unitary transformation, 
and the whole matrix being n X n when multiplied 
with U and m X m when multiplied with W. 

Definition I." The graph G A corresponding to a 
matrix A is defined as follows: Take n vertices num
bered from 1 to n, and connect vertices j and k by a 
bond, if laikl + lakil ¢ O. Two vertices will be con
sidered connected if there exists a path in the graph 
which connects them. 

Definition 2: If all the vertices in the graph G A are 
connected, then A is nonreducible (nonreducible is the 
same as irreducible for Hermitian matrices). 

Theorem 4: If a diagonal matrix commutes with a 
nonreducible matrix, then the diagonal matrix is a 
constant times the identity matrix. 

Definition 3: The eigenspace of matrix A belonging 
to an eigenvalue A is the set of all eigenvectors with 
the eigenvalue A. 

Theorem 5: If the elements of a Hermitian matrix 
are holomorphic functions of a real parameter, then 
the eigenvalues are holomorphic functions of the 
parameter, and the eigenvalues are either equal for 
all values of the parameter or are at most equal at a 
finite number of points in any finite interval of the 
parameter. 

III. DEFINITION OF SYMMETRY 

The next step will be to investigate what it means 
to find all the symmetry of a Hermitian matrix. The 
following definition seems reasonably in agreement 
with the normal use of the word when one does not 
include antiunitary symmetry like time reversal. 

Definition 4: Finding all the symmetry of a 
Hermitian matrix means finding all unitary trans
formations which leave it invariant. 

This is, of course, equivalent to finding all the 
unitary matrices which commute with the given 
Hermitian matrix. This, however, has really no inde
pendent interest, since one has the following theorem. 

Theorem 6: Finding all the symmetry of a Hermitian 
matrix is equivalent to finding all the eigenspaces of 
the matrix. 

Proof: Consider a representation in which the 
Hermitian matrix is diagonal. Obviously, any change 
of sign of any eigenvector and any permutation of 
eigenvectors belonging to the same eigenspace are 
unitary transformations which commute with the given 
matrix. It is also obvious· that knowing that these 
unitary transformations commute with a given 
matrix is enough to find the eigenspaces. QED 

If, however, the Hermitian matrix depends on a 
parameter, then it becomes interesting to find all the 
symmetry, if it is defined as follows. 

Definition 5: Finding all the symmetry of a matrix 
which depends on a parameter means finding all 
parameter-independent unitary transformations which 
leave the matrix invariant for all values of the 
parameter. 
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From Theorem 2 one easily deduces the following. 

Theorem 7: Finding all the symmetry of a matrix, 
which depends on a parameter, is equivalent to 
finding the subspaces which are invariant subspaces 
independent of the parameter. 

IV. FINDING THE SYMMETRY IN THE CASE 
OF NO DEGENERATION 

The problem in the remaining part of this article is 
how to find these invariant subspaces for a Hermitian 
matrix H(P). Such a matrix can be written as 

m 

H(p) = !f;(p)HW , (11) 
;=1 

where the functions !1(P)t!2(P), ... Jm(P) are real 
functions, which are linearly independent, and the 
matrices H(l), H(2), ... , H(rn) are Hermitian matrices. 
There is, of course, not a unique choice for the 
expansion; in general, it would be preferable to get m 
as small as possible, and for the use of numerical 
methods it will be preferable to use some reasonable 
choice of scaling. If one wants to find exact symmetry, 
then trying to get the norms of the matrices H(i) 
approximately equal would be reasonable, and if one 
wants to find approximate symmetry, then it is usually 
desirable to get the norms of the functions!i(P) to be 
approximately equal. But for the theory it does not 
matter which choice one takes. 

We will first consider the relatively simple case, in 
which there exist a value Po such that none of the 
eigenvalues of H(P) are degenerate. According to 
Theorem 5 it will always be possible to find such a 
value if none of the eigenvalues are permanently 
degenerate. Then the representation in which H(Po) 
is diagonal is uniquely determined. Changing to this 
representation, any unitary matrix U, which commutes 
with H(P), is also diagonal according to Theorem 2. 
Next, form the matrix A whose elements are the sum 
of the numerical values of the corresponding elements 
of the matrices H(l), H(2), ... , H(m), 

(12) 

The following theorem solves the problem. 

Theorem 8 (Main Theorem): If H(P) is a Hermitian 
matrix given by (11), where the functions!1(P),!2(P), 
... , !m(P) are linearly independent, if H(P) is diag
onal with nondegenerate eigenvalues for some value 
of p, and if the matrix A is formed according to (12), 
then a subspace is an invariant subspace of H(P) 
independent of p if it is spanned by such a set of basic 

vectors of the representation that the corresponding 
vertices in the graph G A are not connected to any 
other vertices. 

Proof' By performing a permutation transformation, 
A can always be brought to the form 

An 0 0 
o A22 .• , 0 

A= (13) 

o o 
where the sub matrices An, A22 ,'" , Akk are non
reducible. The disconnected parts of G A will then be 
precisely the parts which correspond to An, A22 , ... , 
Akk , respectively. After the same permutation trans
formation, the form of H(P) will be 

Hn(P) 0 0 

o H22(P) 0 

H(P) = , (14) 

o o 
and, since the functions/1(P), ... Jm(P) were linearly 
independent, there exists a value of p for which 
the submatrices Hll(P), H22(P), ... , Hkk(P) are non
reducible. Theorem 8 now follows immediately from 
Theorems 2 and 4. 

V. FINDING THE SYMMETRY IN THE 
GENERAL CASE 

We will now proceed to outline a method which 
will also work for degenerate eigenvalues. The 
method introduced for nondegenerate eigenvalues 
will not work. Since the set of eigenvectors for H(Po) 
is not given uniquely, the matrix A is not given 
uniquely, and the connectedness of the graph G A will, 
in general, depend upon the choice of representation. 
We can therefore not be sure of finding all the invari
ant subspaces by this method. The proof of Theorem 
8, however, allows for the following corollary. 

Corollary: An invariant subspace for H(P) given by 
(11) is invariant independent of p iff it is an invariant 
subspace for all the matrices H(l), H(2), ••• , H(m). 

The vectors which span the invariant subspaces 
of H(P) can consequently be chosen to be eigenvectors 
of H(l), and so the first step of the general method 
will be to diagonalize H(ll and change to a represen
tation in which H(ll is diagonal. By choosing a suitable 
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expansion in (11) and a suitable initial representation, 
it would in many cases be possible to start with an 
H(l) which is already diagonal and thereby greatly 
reduce the necessary computations. The eigenvectors, 
which correspond to nondegenerate eigenvalues, are 
now fixed, and we only have to worry about rotations 
within the eigenspaces of larger dimensions than one. 
By a suitable permutation, the eigenvectors belonging 
to the same eigenspaces can be given consecutive 
numbers. If a matrix U commutes with H(1), it is 
necessarily block diagonal in this representation: 

U= (15) 

o 0 0 Uk 

We proceed to H(2), which, with the same division 
into submatrices, looks like 

H(2) 
11 

H(2) 
12 

H(2) 
13 

H(2) 
1k 

H(2) 
21 

H(2) 
22 

H(2) 
23 

H(2) 
2k 

H(2) H(2) H(2) H(3) 

H(2) = a1 32 33 3k 
(16) 

H
(2) H(2) H(2) H(2) 
k1 k2 ka kk 

Then, if U and H(2) commute, this implies that U1 

and Hii) commute, U2 and Hi~) commute, etc. So the 
next step will be to treat Hii), H~~), ••• , Hk~) as H(l). 

That means diagonalizing and performing a suitable 
permutation. We then again have U in the form (15) 
(except that we may have more and smaller blocks), 
and the matrices Hii), H~i), ••• , H~~) are now of the 
form lXII, 1X212' ••• , IXkI. This takes care of the diagonal 
part of H(2). The off-diagonal parts give rise to the 
following types of conditions: 

(17) 

Multiplying Eq. (17) by its Hermitian conjugate, one 
gets 

U H (2)H(2)HUH - H(2)H(2)H (18) 
1 12 12 1 - 12 12 , 

uf"m~)Hm~)U2 = Hi~)Hm~). (19) 

U sing the usual arguments together with Theorem 
3 with Hg) for A, one finds that one should apply 
precisely that transformation to H(2), which carries 
HW into the form D of Eq. (2), and that the ambiguity 
we are left with in the choice of basic vectors is pre-

cisely the one stated at the end of Theorem 3. The 
division of H(2) (and U) into submatrices is then 
adjusted, and we proceed to the next off-diagonal 
submatrix of H(2). We will, however, have to keep 
track of not only the subspaces in which free rotation 
are still allowed, but also which of the subspaces 
are coupled together so that they have to be rotated 
simultaneously. After we have finished with the off
diagonal submatrices of H(2), all of them are either 
square matrices proportional to the identity matrix or 
else are zero. The subspaces which are coupled 
together will, after some permutation, correspond 
to diagonal blocks of submatrices in H(2) which are 
of the form 

bul, b121, b1al, bl!l 

b21I, b22I, b2al, b2J 

ball, ba2I, baal, baJ 
(20) 

and where the matrix B is irreducible. The unitary 
transformations, which commute with this matrix 
must be of the form 

U' 0 0 0 

o U' 0 0 

o 0 U' 0 
(21) 

o 0 0 U' 

When the procedure used on H(2) is continued to 
H(a), H(4), ••• , one will eventually get to the point 
where one can stop, either because all the basic 
vectors are fixed, in which case the method for the 
nondegenerate case can be used, or because the 
procedure has been applied to the last of the matrices, 
H(m). In this case one can also, of course, use the 
method for the nondegenerate case to find the diagonal 
matrices which commute with H(P), but besides these 
matrices there will also be unitary matrices with 
diagonal blocks of the form (21), corresponding to 
the ·rotations which have not been fixed during the 
procedure. The commutation of these matrices with 
H(P) will imply permanent degeneracy, which is a 
consequence of the symmetry of H(P). 

This finishes the description of the general method 
for finding all the symmetry of H(P). We conclude 
with some remarks about the numerical stability 
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of the method and how the results should be inter
preted. The only numerical procedure involved (aside 
from matrix multiplication) is diagonalization of 
Hermitian matrices. This is a very stable numerical 
procedure, except that in the case of nearly degenerate 
eigenvalues only the invariant subspace corresponding 
to these eigenvalues is well determined. This difficulty 
might be overcome, however, by treating nearly 
degenerate eigenvalues as if they were degenerate. 
The only real numerical problem is that elements of A 
which should be zero will in general not come out 
of the computations as zeros, but as small numbers, 
and the level one chooses for the cutoff might be of 
importance for the degree of symmetry one finds. 
Since, however, there generally will be many paths 
in the graph G A, from one vertex to another, one 
might expect that with a reasonable value for the 
cutoff level it would be possible to vary this level up 

and down within a factor of ten without changing 
the symmetry one finds. Furthermore, the method 
being numerical, it cannot give a rigorous proof of 
the existence of symmetry; it only can tell what one 
should try to prove. Finally, even the existence of 
unitary transformations which nearly commute with 
H(P) might also provide important physical insight 
and suggest useful approximations. 
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The gro~nd s!ate fu~ct.ional of the linearized Einstein theory of gravitation is given as a functional of 
the gau~e invarIant Rlccl.tensor, and.compare~ with the corresponding electromagnetic expression. The 
con~~ctlOn ?f t~e canomcally quantized nonl~near theory of gravitation with the linearized theory is 
exhlblt~d. T.lm~ Is.treated as a m~me,~tum varIable rather than as a superspace c?ordinate, wh!ch l~ads 
to an extrInsic time representatIOn hTTik' h., t = -!Ll- l 7TT , The state functIOnal of the linearIzed 
the~ry ,is ~hown to be the !nitial value of the 'state functional of the canonical theory on a constant 
extrI?sl~ time hy~rsurfa~ In th~ lowest ord~r of a perturbation expansion, By means of the Einstein
Schrodlnger equatIOn, this functional can be Integrated off this initial hypersurface, 

1. INTRODUCTION 

One of the elementary questions we can ask about 
an arbitrary quantized field is how the field quantities 
fluctuate around their expectation values. Although 
all expectation values are subject to fluctuations, it is 
simplest to consider the field in a state for which the 
expectation values of the field quantities vanish and in 
which there is therefore no field whatsoever from the 
classical standpoint. This state corresponds to zero 
values of total energy and momentum and represents 
the ground state of the field, the vacuum. 

Wheeler has many times discussed the importance 
of quantum fluctuations of geometry at distances 
comparable with Planck's length 10 = (167TIiGc3)! ~ 
10-32 cm. He arrived at a qualitative picture of the 
gravitational vacuum as a foamlike structure violently 
resonating at small distances among various states 
with widely different geometries and topologies.1- 4 

On the basis of dimensional analysis and analogies 
with electromagnetism, he estimated how the typical 
components of the metric g, affine connection r, and 
Riemann curvature tensor R fluctuate in regions of 
linear dimensions I: 

Particle Representation and Field Representation 

To characterize the fluctuations in more detail, we 
would like to know the probability that the field is 
distributed in space in a definite manner, i.e., that the 
field quantities are definite functions of the coordinates 
after the measurement. The "particle representation," 
in which the field is specified by occupation numbers, 
i.e., the numbers of field quanta with given momenta 
and energies, is not suitable for studying fluctuations 
of field quantities. A natural representation in this 
case is the "field representation," in which the field 
quantities themselves, as functions of the space 
coordinates, serve as canonical coordinates. In this 
represet;ltation, the state of the field is described by a 
functional of the field quantities, and this functional 
is directly the probability amplitude of the field 

quantities. The field representation has an intimate 
connection with Feynman's method of path integrals, 
and was studied by a number of authors.5-7 

When the field equations are invariant with respect 
to a gauge group acting on the potentials of the theory, 
as in electrodynamics or in the Yang-Mills theory, 
the potentials themselves have no direct physical 
significance, and we would like to express the state 
functional as a functional of gauge invariant field 
variab,les. As a matter of fact, all components of the 
field tensor cannot simultaneously enter into the state 
functional, because from the point of view of the 
canonical formalism they represent conjugate variables. 
For example, in electrodynamics we can choose the 
magnetic field strengths B(x) [subject to the con
dition div B(x) = 0] as canonical coordinates, and 
electric field strengths E(x) [subject to the condition 
div E(x) = 0] as canonical momenta. The state func
tional can then be expressed either as a functional of B 
or as a functional of E, but not as a functional of all 
components of the electromagnetic field tensor Fik . 

Canonical Formulation of Einstein's Theory and 
Linearized Theory 

Einstein's theory of gravitation can be cast into 
canonical form, if we take the components of the 
metric of a spacelike hypersurface as canonical 
coordinates and the components of the extrinsic 
curvature tensor (or rather their combinations) as 
canonical momenta. The state functional in the metric 
representation becomes, therefore, a functional of the 
metric gik(X). The role of a gauge transfonnation is 
played by the transformation of the metric induced by 
the new choice of coordinates. The state functional 
must not change under these transformations, and 
therefore depends only on the intrinsic geometry of 
the spacelike hypersurface, not on its particular 
representation by metric components. The set of all 
3-space geometries is called superspace. In the metric 
representation, the state functional satisfies a func
tional differential equation, which can be called the 
Einstein-Schrodinger equation, because it is analogous 
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to the Schrodinger equation in the quantum mechanics 
of particles. No exact solutions of this equation are 
known, and, in spite of considerable effort by DeWitt,S 
its interpretation is still not quite clear in all respects. 

For weak gravitational fields, the classical Einstein 
theory of gravitation can be replaced by a linearized 
theory, which is closely analogous to classical electro
dynamics. In the linearized theory of gravitation, small 
deviations of the metric are studied with respect to the 
fixed flat space-time background. The system of 
coordinates is chosen in such a way that it does not 
differ too much from a Galilean system adapted to the 
background. Small changes of coordinates, which are 
permissible, induce gauge transformations of the 
metric. The components of the linearized Riemann 
tensor do not change under gauge transformations 
and therefore represent field variables. The linearized 
gravitational field can be quantized in the same way 
as the electromagnetic field, through a decomposition 
into independent harmonic oscillators. This procedure 
corresponds to the "particle representation," in which 
the state of the gravitational field is described by 
numbers of gravitons of given momentum and energy. 

The relation between the quantized linearized theory 
of gravitation and the canonical formulation of the 
full nonlinear theory via the Einstein-Schrodinger 
equation in superspace is not quite straightforward. 
In the linearized theory, the state functional is 
defined only on privileged sections through the flat 
space-time background, namely on a system of 
parallel hyperplanes. Only one time parameter is 
necessary to specify the chosen hyperplane within the 
system. In the canonical formulation of the full non
linear theory, any spacelike section is permissible, and 
a time function of the Tomonaga-Schwinger formalism 
is necessary for its specification. This time function 
and the conjugate energy density form a pair of 
canonically conjugate quantities, which are implicitly 
mixed with the other conjugate pairs of the canonical 
formalism. Relatively little attention has been paid to 
the process of "linearization" of the Einstein
Schrodinger equation. We discuss this question in 
more detail in Sec. 3. 

Aims of the Paper 

To give a full description of Wheeler's gravitational 
vacuum, we should find a state functional satisfying 
the Einstein-Schrodinger equation in the superspace 
of geometries with different topologies. It will appar
ently require a long time and many preliminary efforts 
before such a complete description can be given. 
However, we can try to make at least some steps 
forward on the path which leads from a qualitative 

picture to the final formal result. The electromagnetic 
ground state functional in the B representation is 
well known. 9 Let us therefore pursue the similarities 
between electromagnetism and linearized gravitation 
and find the corresponding state functional of the 
linearized gravitational field. This task is, of course, 
much less alnbitious than Wheeler's original pro
gram. We may assume that this functional gives a 
fairly good description of the probability of small 
fluctuations of geometry from the flat background. 
We may also assume that, for large fluctuations in 
extended regions of space, the state functional is 
suppressed to such an extent that the differences 
between the exact functional and our functional are 
not very important. However, the linearized theory 
cannot give correct information about large fluctua
tions of geometry in regions whose linear dimensions 
are comparable to Planck's length, and these fluctua
tions are just the most interesting ones. Moreover, 
because the fluctuations are studied on the background 
of a priori chosen flat space, we have no chance to 
speak about fluctuations in topology. 

The ground state functional of the linearized gravi
tational field is given in Sec. 2. To find out what 
guideline this functional gives to the solution of the 
corresponding problem in the canonical formulation 
of the nonlinear theory, we investigate in Sec. 3 the 
transition from this formulation to the quantum 
theory of the linearized gravitational field. In Sec. 4, 
we check that our ground state functional can be 
obtained in this way as an approximate solution of 
the Einstein-Schrodinger equation in a suitable repre
sentation. 

Notation 

Let us explain our notation. Greek indices run 
through the values 0, 1, 2, 3; Latin indices through the 
values 1,2,3. The space-time metric has the signature 
-, +, +, +. Partial differentiation is denoted by a 
comma; covariant differentiation with respect to the 
metric of 3-dimensional space by a stroke. The 
Riemann tensor, the Ricci tensor, and the scalar 
curvature of 3-space are defined in accordance with 
conventions proposed by Misner, Thorne, and 
Wheeler,lo namely: 

R\lm = r\m,l- r\l,m + r\mrinl - rnklrinm, 

Rik = Rlilk> R = R i
j , 

and the same convention is applied to the correspond
ing space-time tensors. The left superscripts 4 are 
used to distinguish 4-dimensional quantities from the 
3-dimensional ones, e.g., 4gik is the contravariant 
space-time metric tensor, whereas gik is the contra
variant metric tensor of 3-dimensional space. The 
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determinant of gik is denoted by g. Linearized tensors 
bear the superscript (1), e.g., R(l)ik!m is the linearized 
Riemann tensor. The 3-dimensional Fourier transform 
of a functionf(x) is denoted by a bar: 

j'(k) = (27T)-i f d3x f(x)e-ik.X, 

f(x) = (2 7Tr i f d3kJ(k)eik .X • 

The Laplace operator in fiat space is denoted by d, 
and its inverse by d-1• Asterisks are used for complex 
conjugation. We employ absolute units, in which Ii = 
c = 167TG = 1 (G is Newton's gravitational constant, 
c is the velocity of light, 27T1i is Planck's constant). 

Planck's length 10 = (167TGlic-3)l R:1 10-32 cm becomes 
thereby the unit of length. Rationalized units are used 
for the electromagnetic field. 

2. GROUND STATE FUNCTIONAL IN LINEAR· 
IZED THEORY 

Although our aim is to get the ground state func
tional of the linearized gravitational field in the "field 
representation," it is intuitively helpful to start from 
its form in the "particle representation" and only 
afterwards to perform a canonical transformation to 
the field variables. The similarities between the 
electromagnetic and linearized gravitational fields 
are far reaching and are best exhibited in a table 
(see Table I). In the following, we explain the steps 

TABLE I. Comparison of procedures leading to the ground state functionals of the electromagnetic field and the linearized Einstein 
gravitational field. 

Row 
No. 

Lagrangian density 

2 Field potentials 

3 Gauge transformation 

4 Gauge invariant field 
intensities 

5 Field equations 

6 Lorentz-invariant 
gauge conditions 

7 Vacuum gauge 

8 Potentials in vacuum 
gauge 

9 Space parts of field 
tensors as functions 
of potentials 

10 Integrability 
conditions 

11 How to construct AT 
and hTT'k out of 

gauge-invariant 
quantities 

12 Reduced Lagrangian 

13 Field momenta 

Electromagnetic field 

ell: = -t(A"., - A,.")(A,,., - A'.',) 

A, 

A, -+A, + ~.' 

F,,, = A"., - A,." 

F,"." =0 

A' =0 .' (Lorentz condition) 

Ai.; = 0, Ao = 0 
(Coulomb conditions) 

AT, 

B = curiA 

divB = 0 

Choose B that satisfies (lOE); then 

AT = _~-l curl B 

Gravitational field 

(hf - !hibf)." = 0 
(Einstein-Hilbert condition) 

hik •k = 0, hi/ = 0, hot = 0 

hTT 
ik 

(I) Choose Rll\k that satisfies (lOG); then 
hTT'k = _2~-1(R(1)'k - iRll)bik - i~-lR(1) .i.) 

(II) Choose Rll)ik that satisfies (lOG) and the 
equation 

Rll) = 0; 

then 
hTT'k = _2~-lRll)ik 
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TABLE I (continued). 

Row 
No, 

14 

15 

16 

17 

18 

19 

20 

Hamiltonian 

Canonical coordinates 
and momenta of 
field oscillators in 
k-representation 

Hamiltonian as a 
function of 
oscillator variables 

Ground state 
functional as a 
direct product of 
ground state 
functions of field 
oscillators 

Ground state 
functional as a 
functional of 
./fT,(k) or hTTik(k) 

Ground state 
functional expressed 
by means of first 
derivatives of field 
potentials 

Ground state 
functional expressed 
by means of second 
derivatives of field 
potentials 

Electromagnetic field 

Q)+} = (Y2)-'[A'T.(k) + A'hi(k)] 

Q~-> = (iY2)-'[,..fT;(k) - A'T>i<i(k)] 

P1±> = Q~±> .• 

'I' = !Cexp (-! [ dSk 
Jks>o 

x k(Q;+>Q)+> + Q)->Q!-») 

'l" = oN" exp (- 4~ Jd3x J d3x' 

x B(x)· B(X'») 
Ix -x'12 

'Y = X' exp (s!. f d3x J d3x' 

X Bi .k(x)Bi . !(X')nT.JI,) 

x -x' 
n = Ix - x'i 

and results given in this table. To refer to the table, 
we use the row number and the letters £ and G for 
electromagnetic and gravitational columns, respec
tively, 

Ground State Functionals in Particle Representation 

The Lagrangian densities of the electromagnetic 
(1£) and linearized gravitational (1 G) fields are 
expressed as functions of the vector potential A" (2£), 
or of the symmetric tensor potential h,,, = g,,, - 'Y}'K' 

'Y},,, = 'Y}'K = diag (-1, 1, 1, 1), (2G). Greek indices 
are lowered and raised by means of 'Y},,< and 'Y}'''. The 
electromagnetic Lagrangian density does not change 
under the gauge transformation (3E), and the grav
itational Lagrangian density changes only by a 
divergence under the gauge transformation (3G), 
which is induced by a linearized transformation of 
coordinates 

x' -+ x" = x' + c;'(x IC
). 

Gravitational field 

Qlt'= HhTTik(k) + JjThi.(k)] 

Ql;;-' = (2i)-'[hTTik(k) - JjThi.(k)] 

Pif" = Ql;:=' .• 

'Y = oN" exp (-!f d3k 
ka>O 

X k(Q'+>Q'+> + QI->QI-») 
lk tk ik tk 

'l" = .X' exp ( - 2~2 J dax f d3x' 

x RIl>ik(X)Rll>;I(X')nkn,) 

Rll> = 0 

The field equations (5£, G) are therefore invariant 
under these gauge transformations and can be written 
by means of the gauge invariant field variables 
(4£, G). 

The freedom existing in the choice of the electro
magnetic and gravitational potential can be limited by 
gauge conditions. The well-known Lorentz-invariant 
gauge conditions (6£, G) separate the components of 
the potentials in the field equations and reduce these 
equations to the form of wave equations for the 
potentials. These equations insure that an additional 
gauge transformation, generated by functions c; and 
~' which satisfy homogeneous wave equations and 
therefore do not disturb the gauge conditions (6£, G), 
simplifies the potentials even further [(7£, G)]. The 
scalar electromagnetic potential vanishes, as well as 
the scalar and vector gravitational potentials, so that 
the electromagnetic potential is fully determined by a 
space vector Ai and the gravitational potential by a 
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space tensor hik . Moreover, the vector Ai is transversal 
(Au = 0), and the tensor hik is transversal (hik .k = 0) 
and traceless (h ii = 0). We accept the notation 
(8E, G) for potentials in the gauge (7E, G), introduced 
by Arnowitt, Deser, and Misner.11 •12 

Is it possible to recover the transversal components 
AT(x) and hT\k(X) directly from the gauge invariant 
spatial field intensities B(x) and R(l)iklm(X). Let us 
note at first that, in a 3-dimensional space, the Ricci 
tensor Rik(X) completely determines the Riemann 
curvature tensor Rik1m(X), so that we can use Rik(X) 
instead of Riklm(x). However, the vector field B(x) or 
the tensor field Rik(X) cannot be chosen quite arbi
trarily, because they must satisfy the divergence 
conditions (10E, G). These conditions are just the 
integrability conditions, ensuring that the equations 
(9E, G) for the potentials Ai and hik have a solution. 
The scalar condition (lOE) reduces the three com
ponents of B to what are effectively two independent 
components, from which two independent compo
nents of AT can be extracted, as shown in (1 IE). The 
vector condition (lOG) reduces the six independent 
components of the symmetric tensor RWik to what are 
effectively three independent components, whereas 
hTT ik has only two independent components. Two 
ways are then open. We can either form such a 
combination of the RW ik that the remaining independ
ent component automatically drops out of this 
combination, as in (llG I), or we can restrict Rik 
further by the additional condition R(1) = 0 and 
construct hTTik as in (llG II). In fact, the linearized 
Einstein equations (5G) in vacuo imply that the 3-
space scalar curvature R(l) vanishes. We can prove 
(11 G I) by substituting into (9G) a decomposition 
of the potential hik into transversal traceless, trans
versal, and longitudinal components [see Eqs. (20)
(26) in the next section]. We can also check directly 
that the potentials hTT ik in (11 G I) satisfy the con
ditions hTT

ii = hTTik k = 0 by virtue of the Bianchi 
identities (lOG). Th~ additional condition R(l) = 0 
in an alternative procedure (11 G II) simply insures 
that the transversal part hT of the potential vanishes 
[see Eq. (24)]. 

Using the gauge conditions (7E, G) and discarding 
divergencies in the Lagrangian densities (IE, G), we 
bring the Lagrangians into reduced forms (12E, G). 
From these forms, the canonical momenta (13E, G) 
and the Hamiltonians (14E, G) are deduced by the 
standard procedure. 

Let us now pass to the Fourier transforms of the 
potentials, and introduce canonical coordinates Q(±) 
and canonical momenta pW in the k representation 
by (15E) and (l5G). The Hamiltonians (14E, G) then 

assume the form of Hamiltonians for a system of 
independent harmonic oscillators of unit mass and 
frequencies k [(16E, G»). Let us note that the canonical 
coordinates Q(±)(k) introduced in (15E, G) are the 
coefficients of a decomposition of the potentials 
ATi(x) or hTTik(X) into a system of standing waves 
Q(+)(k) cos k • x, QH(k) sin k • x. This choice of 
canonical coordinates guarantees that the "magnetic" 
energy t f d3x ATi kATi k (or t f d3x hTTik IhTTik I) in 
the Hamiltonians '(14E', G) goes over int~ pot~ntial 
energy of a system of harmonic oscillators (16E, G), 
and the "electric" energy! f d3x 1rTi1rTi (or f d3x X 

1rTTik 1rTTik) goes over into the kinetic energy of a system 
of harmonic oscillators. On the other hand, a more 
frequently used decomposition into running waves 
mixes these energies together. The choice (15E, G) of 
canonical coordinates is essential if we want to express 
the state functionals (17E, G) in the Q representation 
directly by means of the field variables B(x) or 
RWjx), respectively. The coordinates Q(±)(k) are not 
all independent, because Q(±)( -k) = ±Q(±)(k). We 
can,take QW(k)fork3 ~ Oasindependentcoordinates. 
That is why the integrals in (16E, G) and (17E, G) 
are taken only over the region k3 ~ 0 of the k space. 

The ground state functional of the electromagnetic 
or gravitational field (17E, G) is a direct product of 
the ground state wavefunctions of harmonic oscilla
tors (15E, G). We can write the state functionals also 
by means of the Fourier transforms .,Pi(k) or JiTTik(k) 
of the potentials, as in (18E, G). The coefficients .N' 
are normalization constants. 

Ground State Functionals in Field Representation 

Let us now try to pass to the "field representation" 
of the state functionals (18E, G). For the electro
magnetic field we can easily express the integral in the 
exponent of (18E) in terms of the gauge invariant 
magnetic field intensity B(x). By virtue of the relation 

Ixl-2 = t(211)!k-1 , 

we get 

fd3xfd3x' Bj(x)Bi(X') 
Ix - x'1 2 

= (21r)f f d3k t(21r)lk-1Bi (k)B*lk) 

= 21r2f d3k kA~(k).,P*i(k). 

This yields the well-known gauge invariant form of the 
electromagnetic ground state functional (19E).9 In the 
same way, we can express the gravitational ground 
state functional by means of a quadratic combination 
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of first derivatives of the transversal traceless com
ponents of the gravitational potential (19G). Express
ing the potentials hTT ik through R!l) ik according to 
(11 G), we get 'Y as a functional of gauge invariant 
intensities. However, there is a fourfold or a sixfold 
integral over the x coordinates in the exponential, 
depending on whether (11 G II) or (11 G I) is used. 

However, the gravitational ground state functional 
can be expressed by yet another and simpler way in a 
form 

'Y =)f exp (-f dax f dax' 

x Kikzm(X - X')R(l)ik(X)R(l\m(X'»)' (2) 

Let us suppose that R(I)ik satisfies R(O = O. Because 
the linearized Ricci tensor is a combination of the 
second derivatives of potentials, its Fourier trans
form depends on the square of the wave vector k: 

R(1)ik(k) = 1k2JiTTik(k). 

The Fourier transform of the kernel KikZm(X - x') 
must therefore contain k-3 in order that (2) coincide 
with (18G). This is true for a nonradial tensorial 
kernel containing a unit vector 0 = (x - x')!lx - x'I. 
We prove in the Appendix that 

nink = [-(217)f~(k) + l(217)fk-3J~ik 

+ [4(217)f<5(k) - t(217)fk-aJ ~ ~. (3) 

Investigating the double integral 

J dax J d3x' R(1)ik(X)R(1)i!(x')nknZ 

= (217)f f dak R(1)iik )R(1)*u(k)nknZ 

= t(217)f J d3k k'/iTTiik)/iTT*ilk)nknz 

= 1172 f dak k/iTTik(k)JiTT*;k(k), 

we learn that the only contribution from n~l comes 
from the term t(217)fJc-3~ik' because JiTTik(k)kk = 0 
in consequence of the transversality of hTTik' and the 
contributions from b functions are eliminated by the 
multiplicative factor k'. In this way we get the gauge 
invariant form (20G) of the gravitational ground state 
functional. 

The functional (20G) is in a sense simpler than the 
electromagnetic functional (19E), because it depends 
only on the direction of the vector joining the points 
x and x' and not on its magnitude. However, the 

difference between these expressions is only apparent, 
because the electromagnetic functional can be trans
formed into the form (20E) , containing second 
derivatives of the vector potential Ai and closely 
analogous to (20G). To prove this statement, it is 
sufficienr to introduce the Fourier transforms into 
(20E) and use (3) to return back to (18E), or we can 
reduce (20E) directly to (19E) through partial integra
tions, because 

Bi.k(X)Bi.Z(x')nknl 

= 0k(Bi(X)Bt.l(x')nknl) - o;(B;(x)Bi(x')(nknZ).k) 

- Bi(x)Blx')(nknZ) .kl' 

(nkn1).kl = 2 Ix - x'I-2
• 

We see that, using nonradial kernels, we can express 
the state functionals in a number of equivalent ways. 
For example, the electromagnetic ground state 
functional can be written as 

'Y = )f exp ( -(817
2r1 f d3x J d3

x' 

x [curl B(x) • o][curl B(x') . oJ), 

and also in several other forms. 

3. THE EINSTEIN-SCHR(}DINGER EQUATION 
AND ITS LINEAR APPROXIMATION 

Initial Value Equations and their Quantum Counter
parts 

In the general theory of relativity, the dynamics of 
the gravitational field is hidden in the initial value 
equations 

JO == -217iklk = -217ik,k - giZ(2glm.k - gkm,l)l7km 

= 0, (4) 

Je == g-f(gugkm - 19ikglm)l7ik171rn - gfR = O. (5) 

The momenta l7ik are determined by the extrinsic 
curvature tensor Kik of a 3-dimensional spacelike 
hypersurface on which the initial data are given: 

l7ik = _gf(Kik - Kgik). (6) 

The extrinsic curvature K;k depends on the metric 
'g'K of the surrounding space-time through the lapse 
function N and shift functions N,: 

K i1; = tN-1( - gik,O + N;lk + Nk1i), (7) 

Ni = 'gOi' N = (_'goo)f. (8) 

If the initial value equations (4) and (5) are satisfied 
on all possible spacelike sections through the space-
time, it is ensured that the gravitational field satisfies 
all the other Einstein vacuum equations. 
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In quantum mechanics, the initial value equations 
(4) and (5) become constraints imposed on the state 
functional 'F : 

Jei'F = 0, 

Je'F = O. 

(9) 

(10) 

As in the classical theory, these constraints contain 
implicitly all information about the time evolution 
of state. This general approach was suggested by 
Dirac12 and extensively studied by DeWitt.8 

In the metric representation, the functional 'F is 
chosen as a functional of the components gik of the 
metric tensor, and the momenta are replaced by the 
operators 

b 
7Tik(X) = -i--. 

bgik(X) 
(11) 

The constraint (9) then means that the state functional 
does not change under a transformation of co
ordinates Xi, so that'F depends only on the intrinsic 
geometry ~ of the 3-space. Equation (10) is then the 
only remaining condition that the state functional 
must satisfy. Because of its resemblance to the Schro
dinger equation of ordinary quantum theory, Wheeler 
called it the Einstein-SchrOdinger equation. This 
equation tells us how the state functional evolves on 
the set of all possible 3-dimensional geometries-i.e., 
on superspace. 

How Do We Linearize the Quantum Constraints? 

The state functional of the gravitational vacuum 
(20G) that we obtained in the last section was ex
pressed as a function of the linearized metric tensor, 
via the linearized Ricci tensor, so that it was not af
fected by gauge transformations hik - hik + ~i.k + 
~k.i' induced by linearized transformations of coordi
nates. It seems, therefore, easy to interpret this 
functional as a state of the gravitational field on 
superspace and to show that it approximately satisfies 
the Einstein-Schrodinger equation (10). 

One should find an approximation to the Einstein
Schrodinger equation corresponding to the lineariza
tion of the classical Einstein equations. This task is 
seemingly quite straightforward. It is tempting to 
define the "linearized superspace" as the set of all 
3-geometries that differ only by a small amount from 
the Euclidean geometry, so that in a properly chosen 
coordinate system 

gik(X) = bik + hik(X), Ihik(X)I« 1. 

If we define the state functionals on the "linearized 
supers pace" and require that they are unaffected by 
linearized transformations of coordinates, we find out 

that these functionals satisfy the "linearized" form of 
Eq. (9), viz., 

(
b'F) _ 0 
bhik k- . (12) 

It remains to decide how to linearize the Einstein
SchrOdinger equation. Leutwyler13 proposed to keep 
the lowest-order terms in the "kinetic" and "potential" 
parts of this equation separately and to write 

( bnbkm - tbikb1m) /)2 + hii •kk - hik'ik)'F = O. 
/)hikbh 1m 

(13) 

Unfortunately, this simple procedure does not 
reproduce the quantized form of the linearized theory 
of gravitation. However, before modifying the 
procedure, we find it instructive to analyze the reasons 
for its failure. This will be done in detail in the follow
ing four subsections. 

Linear Approximation Inadequate to Handle Thin 
Sandwich Theorem 

The metric representation of the state functional is 
based on the assumption that the components of the 
metric tensor can be taken as independent variables. 
This assumption has been formulated in the classical 
theory as the "thin sandwich theorem," according to 
which an arbitrary initial metric gik' together with its 
arbitrary rate of change gik.O' uniquely determine 
(under appropriate boundary conditions) the space
time in which the hypersurface carrying the initial 
geometry is embedded. The initial value equations 
(4) and (5) are interpreted, by means of (6), (7), and 
(8), as the equations for the lapse function N and the 
shift functions N i • Supposing that the thin sandwich 
theorem is correct, we see that Nand Ni are deter
mined uniquely by these equations and, together with 
other data gik and gik.O' they fix the initial momentum 
7Tik• The lapse function characterizes the proper time 
that elapses between the neighboring hypersurfaces 
XO = const and XO + dxo = const. The intrinsic 
geometry ~ == {gik} therefore carries information 
about time14 ; roughly speaking, from the three inde
pendent components of the metric tensor remaining 
after dividing the 3-dimensional metrics into equi
valence classes by the group of coordinate trans
formations, one component represents an intrinsic 
time, and the other two represent the proper dynam
ical degrees of freedom of the gravitational field. 

These features of geometrodynamics in the general 
case are obscured by the usual linearization of Ein
stein's equations. There the quantities gik, 7Tik , N i , 

and N are expanded into power series in a small 
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parameter). : 

gik = ()ik + ).hU)ik + ).2h(2\k + ... , 
7Tik = J.7T(l)ik + J.27T(2)ik + ... , 
Ni = J.N(1)i + J.2N(2)i + ... , (14) 

N = 1 + J.NU) + J.2N(2) + ... . 
Substituting these expansions into the initial value 
equations (4) and (5) and collecting the terms with 
the same power of J., we get the initial value equations 
in successive orders of approximation. Specifically, to 
the first order in J., we get 

7TU )ik,k = 0, (15) 

R(1) = -h(l)ii,kk + hU\k,ik = O. (16) 

However, Eq. (16) tells us that the initial linearized 
geometry hU ) ik cannot be freely specified. In fact, not 
only h(l)ik, but also h(l\k,O is limited. Using the 
definitions (6), (7), and (8), we substitute the power 
expansions (14) into Eq. (15) and get 

7T(l)ik,k == -HhU)kk,Oi - hU)ik,Ok) 

- t(N(l);,k - N(1)k,i),k = O. 

Differentiating this equation with respect to Xi, We 
see that the term containing the shift functions NU\ 
drops out, and the rate of change of the initial geo
metry h(l) ik,O is subject to the same restriction as the 
geometry itself, viz., 

Moreover, the lapse function NU) does not enter 
into the first-order approximation equations at all 
and is therefore left completely undetermined by them. 
We conclude that in the linear approximation the 
geometry is neither freely prescribed nor does it 
carry enough information to determine the proper 
time interval between neighboring spacelike hyper
surfaces. 

Extrinsic Curvature More Sensitive to Small Deforma
tions of Spacelike Hypersurface than Intrinsic 

Geometry 

The plausibility of this conclusion can be seen from 
yet another point of view. Let us study entirely flat 
space-time in which the Cartesian system of co
ordinates (Xi, t) is introduced. We pick out a space 
hypersurface by giving t as a function of Xi, 

t = t(Xi), (17) 

and use Xi also as intrinsic coordinates on this hyper
surface. The intrinsic geometry g ik and the extrinsic 

curvature Kik of the hypersurface are then given by 

gik = ()ik - t,it,k, 

Kik = t,ik(1 - t,lt,I)-i. 

(18) 

(19) 

The function t(xi ) represents a generalized time pa
rameter, characterizing a deformation of the hyper
surface from the chosen hyperplane t = O. We see 
that the intrinsic geometry of the hypersurface (17) is 
affected by this deformation only in the second order 
terms. Even if space geometry is a carrier of informa
tion about time, as the title of the Baierlein, Sharp, 
and Wheeler paperl4 suggests, we must conclude Jhat 
it is a poor carrier of information about time in the 
immediate vicinity of flat space-time. Unfortunately, 
it is just the immediate vicinity of flat space-time in 
which we are interested in the linearized theory of 
gravitation. 

On the other hand, the extrinsic curvature (19) is 
influenced by a small deformation t(x i ) from the 
hyperplane already in the terms linear in t(xi ). It is 
therefore easier to determine t(x i ) by looking at the 
extrinsic curvature of a hypersurface, rather than at 
its intrinsic geometry. We shall use this insight later 
on, while adapting the representation to match the 
linear approximation. 

The Two Independent Degrees of Freedom of 
Linearized Geometry 

We have seen that the components of the linearized 
metric tensor are subject to the restriction (16). To 
exhibit the independent degrees of freedom explicitly, 
we can use the Arnowitt-Deser-Misner decomposi
tion of a symmetric tensor hk into transversal traceless 
fTT ik' transversal fT ik' and longitudinal fL ik partsll .12 : 

fik = fTTik + fTik + fL ik , 

f TT fTT 0 fT 0 
ik,k = ii =, ik,k = , 

fTik = t(fTbik - tl-
1
f

T
,ik), 

f\k = fi,k + fk,i' 

fT = hi - tl-Yik,;k, 

fi = tl-l(fik,k - ttl-
1
fkl,kli)' 

fTTik = fik - fTik(flm) - fLik(flm)' 

(20) 

(21) 

(22) 

(23) 

(24) 

(25) 

(26) 

The restriction (16) then means (under the usual 
boundary conditions at spatial infinity) that hU)T = o. 
It "freezes out" the freedom one has in the general 
case to move the spacelike hypersurface forward by 
one amount at one place and by another amount at 
another place. Thus linearization effectively takes 
away one of the "three degrees of freedom per space 
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point" in the choice of ~. What are then the two 
remaining independent degrees of freedom? They are 
not contained in the three functions h(l) i' These 
describe merely the freedom in the choice of space 
coordinates and can be annulled by a gauge trans
formation h(l\k ~ h(l)ik + ;(l)i,k + ;(l)k.i' What is 
left are the transverse traceless components h(1)TTik • 

There are only two free functions in a transverse 
traceless tensor. They represent exactly the two 
independent dynamical degrees of freedom per space 
point that we have in the choice of~. 

Why Does the Straightforward Linearization of the 
Einstein-Schrodinger Equation Fail? 

Let us summarize the reasons why the linearization 
of the Einstein-SchrOdinger equation proposed by 
Leutwyler does not lead us to the quantized form of 
the linearized theory of gravitation. We shall then be 
in a position to propose the necessary modifications. 

We have seen that in the classical geometrodynamics 
the linearized geometry cannot be freely prescribed 
and the linearized geometry limited by the condition 
hT = 0 cannot be used to characterize time. Therefore, 
we can hardly expect that in the quantum geometro
dynamics the state functional 'Y(hik) ranges over a 
set of freely specifiable linearized 3-geometries and 
describes thereby how the probability amplitude of 
the gravitational field changes with time. This under
mines the basic assumption that led us to Eq. (12). 

Not even Eq. (l3) is consistent from the point of 
view of the usual linearization procedure, because it 
leaves quadratic terms in the momenta, but neglects 
quadratic terms in the first derivatives of the metric 
tensor. We know, however, that these quadratic 
terms enter the Hamiltonian (14G) of the linearized 
theory. It therefore appears inescapable to take the 
equations (9) and (10) at least to the quadratic terms, 
if we want to get from them the quantized form of the 
linearized theory of gravitation. 

Returning to Leutwyler's linearization, we can find 
the expansion method on which it is based. Com
paring the linearized quantum constraints (12) and 
(13) with the initial value equations (4) and (5), we 
are led to the expansions 

gik = bik + J..2h(2)ik + J..4h(4Iik + ... , 
7Tik = J..7T(l)ik + J..37T(3)ik + .... 

They enable us to treat Eq. (4) in the first order and, 
at the same time, Eq. (5) in the second order of a small 
parameter J.., while the quadratic combination of 
momenta 7T(l)ik is just balanced by the linear combina-

tion of coordinates h(2) ik' This procedure is, of course, 
different from the conventional linear approximation 
method, and we cannot expect it will simply repeat its 
results. 

The Extrinsic Time Representation 

When we are forced to treat the quantum con
straints (9) and (10) up to the quadratic terms, the 
metric representation is not really advantageous. The 
state functionals of the linearized theory are defined on 
hyperplanes t = const with respect to the flat space
time background. We have seen that the intrinsic 
geometry of these hyperplanes is insensitive to their 
small deformations. It follows that we must take the 
"square root" of the deformed metric (18) to recover 
the time t(x). This is possible in principle, but in
convenient in practice. On the other hand, the 
extrinsic curvature (19) is affected linearly by a small 
deformation t(x). The time t(x) can, therefore, 
more easily be extracted from the momenta 7Tik than 
from the coordinates gik' For small deformations 
I(X) there is a straightforward way to do it, viz., 

t(x) = _t~-l7T'l'. (27) 

This is just an inverse formula to (19), as we can 
check using the definitions (6) of the momenta and the 
prescription (24) which tells how to find a transversal 
part of a tensor. However, whereas to a given t(x) 
there corresponds the unique 7TT(X), to a given 7TT(X) 
there corresponds a whole family of t(x)'s. Indeed, we 
can add an arbitrary linear combination (to
v • x)(l - v2r l of Xi to the right-hand side of (27) 
and still have a solution of (19). The hypersurfaces 
t(x) of this family differ from each other by a constant 
time translation and/or Lorentz transformation at 
spatial infinity. This corresponds to different boundary 
conditions for the ~-1 operator. 

The basic idea expressed by Eq. (27) is that time can 
be better treated as a momentum variable 7TT than as a 
superspace coordinate. It is a representation by 
hTTik(X), hlx) , t(x) = -l~-l7TT, rather than the 
metric representation hiix) or hTTik(X), hi(x), hT(x), 
that makes the interpretation of linearized quantum 
theory of gravitation simple. In the mdric repre
sentation, time is implicitly characterized by the 
intrinsic geometry of a spacelike hypersurface. In 
the new representation, it is reconstructed from the 
extrinsic curvature. Therefore, wanting a descriptive 
name for the new representation, we shall call it the 
"extrinsic time representation." 

Just as 7TT characterizes the deformation I(X) of a 
spacelike hypersurface from a hyperplane on the 
background of flat space-time, hi(x) characterizes a 
deformation of a system of space coordinates on this 
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hypersurface from a Cartesian system of coordinates. 
Deforming our system of coordinates from the 
Cartesian system, Xi -+ Xi + ~i, we get in the first 
order the metric tensor, the longitudinal part of which 
gives directly the deformation hi = ~i' 

The meaning of the quantities 'TTT and hi as param
eters specifying the choice of space-time coordinates 
was discovered by Arnowitt, Deser, and Misner.l1 In 
an effort to exclude the surplus variables from the 
initial value equations (4) and (5) and thereby to 
identify the proper dynamical degrees of freedom of 
the gravitational field, they fixed 'TTT and hi by co
ordinate conditions 

t = -ta-I'TTT, hi = 0, (28) 

that selected (at least for weak fields) from all systems 
of coordinates a system that was as close as possible 
to a Cartesian system of coordinates in the flat 
space-time. 

We took a slightly different attitude in this paper, 
corresponding to the philosophy that the basic 
variables of representation have a twofold task: to 
describe the changing gravitational field and simul
taneously the time in which it changes. We shall 
therefore leave t(x) = -ta-I'TTT and hi (x) undeter
mined as arbitrary functions of x. They specify the 
choice of hypersurface and the choice of coordinates 
on this hypersurface as deformations from the 
privileged system of coordinates in which conditions 
(28) hold. Intuitively, the four quantities t(x) and 
hi(x) represent a "many-fingered time." This particular 
mixture of Dirac's approach to quantization with the 
Arnowitt-Deser-Misner choice of variables does not 
appear to have been treated in the literature, though 
it has a number of interesting features. 

Successive Approximations to Initial Value Equations 
in the Arnowitt-Deser-Misner Formalism 

The general method of successive approximations 
to the initial value equations (4) and (5) based on the 
power series expansion (14) was already mentioned. 
It assumes a very convenient form in the Arnowitt
Deser-Misner formalism. In the first approximation, 
we choose 'TT(1lTTik, 'TT(IlT and h(1)TTik , hell i (Le., 

2 + 1 + 2 + 3 = 8 numbers per space point) freely. 
Equation (4) then determines 'TT(1li = ° (3 numbers 
per space point), and Eq. (5) determines h(IlT = 0 
(1 number per space point). Substituting these values 
to the second approximation, we get 

Je(2)i = p(2li.+ h(l)TT ''TT(l)TTrs + H. = 0 
rs,1. lk.k' (29) 

(30) 

The quantities 

lex) = -2(a'TTi + 'TTk.ki) 
and 

E(x) = _ah'l' 

are canonically conjugate to hi(x) and -(x). They 
can be interpreted as effective momentum density and 
effective energy density of the gravitational field, 
respectively. The expressions Hik and Hi are quadratic 
functions of 'TT(1lTTik, 'TT WT , h(1lTT ik' and h(l';, the 
form of which we need not know in the following. 
They are long and complicated and therefore will not 
be written out here. We see that we can again freely 
prescribe the eight second-order quantities 'TT(2lTTik, 
'TT(2lT, and h(2lTT

ik , h(2';, and determine thereby the 
three second-order quantities 'TT(2); and one second
order quantity h(2lT through Eqs. (29) and (30). In 
general, 'TTTTik, 'TTT, and hTTik' hi can be prescribed 
freely at any stage of the approximation, and the 
initial value equations then determine 'TTi and hT. 

Linearized Quantum Constraints in the Extrinsic 
Time Representation 

In the extrinsic time representation, the quantities 
canonically conjugate to hTT ik' hi, and t are replaced 
by the operators 

TTik( ) . 15 I( ) . 15 
'TT' X = -I c5h TT

ik
(X) , p x = -I c5h

i
(x) , 

E(x) = i _15_ . (31) 
c5t(x) 

The constraints (9) and (10) then determine how the 
state functional 'Y(hTT

ik , hi' t) evolves in the variables 
hi and t. Specifically, if we prescribe 'Y(hTTi1c> 0, 0) = 
'Yo(hTTik), the state functional'Y(hTT

ik , hi, t) is given 
for an arbitrary hi(x) and t(x) by means of (9) and (10). 
We can return from the extrinsic time representation 
to the metric representation by a formal Fourier 
transformation in the function variable t(x): 

'Y(hTTik' hi' hT) 

= f Dt'Y(h T'l'ik' hi, t) exp (if d3x t(X)ahT(X»). 

A perturbation method of solving Eqs. (9) and (10) 
corresponds to the approximation method of solving 
the classical initial value equations. If we replace the 
super-Hamiltonian Je and supermomentum :Ie} by 
perturbed operators, 

Je()') == Je()'h'l'Ti/C> )'hi , ).2hT, A,1TTTik, ).2'TT\ ).'TTT) 

= ).2Je(O) + ).3Je(l) + ... , 
Je'(A) == Jei().hT'l'ik> )'hi , ).2hT, ).1T'lTik, ).21Ti, ).17''1') 

= ). 2Je(Oli + ).3Je(l)i + ... , 
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and assume that the state functional is expanded in 
a power series in the small parameter A, 

':r = ':rIO) + A':rU) + A2':r(2) + ... , 
we get ':rIO) as a solution of the equations 

Je(O)':r(O) = 0, Je(O)i':r(O) = O. (32) 

We get the operators Je(O) and Je(O); if we cease to 
distinguish the first- and second-order quantities in 
Eqs. (29) and (30), and substitute there the operators 
(31) for 1TTTik, pi, and E. Equations (32) then assume 
the form 

. b':r(O) b2'f(0) 
l--=-

bt(x) bhTTiix)bhTTik(X) 

+ ihTTik.z{x)hT1~/JX)':r(0) + Hu':r(O), 
(33) 

nu(O) nu(o) 
i _UT_ = _ih"'T -(x) UT H. ':r(O) 

bhi(x) rs.. bhTTr.(X) + .k.k . (34) 

These equations resemble the SchrOdinger equation 
even more closely then the Einstein-Schrodinger 
equation in the metric representation (which is, in 
fact, an equation of the Klein-Gordon type). The 
differentiation with respect to a single time parameter 
is, of course, replaced by functional differentiations 
with respect to I(X) and h;(x), as is appropriate in a 
many-fingered time formalism. However, as we shall 
see in the next section, we can further specialize the 
variations of the spacelike hypersurface and pass into 
the single time formalism. In this process, the compli
cated operator terms Hk.k and H;k.k, being perfect 
divergences, will allow themselves to be eliminated. 

Writing down the functional differential equations 
(33) and (34), we have reached the final goal of this 
section. These equations are the natural starting point 
for treating weak gravitational fields within the Dirac 
formalism. We shall illustrate the analysis by applying 
these equations to the particular problem of gravita
tional vacuum in the next section. 

4. GROUND STATE FUNCTIONAL IN THE 
EXTRINSIC TIME REPRESENTATION 

Time Translations 

Equations (33) and (34) determine the functional 
':rIO) for every h;(x) and I(X), if we know its value ':r~0) 
for h;(x) = 0 and t(x) = 0, i.e., in a privileged system 
of coordinates on a privileged initial spacelike hyper
surface t(x) = 0, 1TT(X) = O. However, we can also 
ask how 'Y(O) changes if we pass from one privileged 
hypersurface 7TT(X) = 0, hi(x) = 0, corresponding to 
I(x) = to = const, to another privileged hypersurface 
7TT(X) = 0, h;(x) = 0, corresponding to a slightly 
changed time parameter I(X) = to + bto = const. 

The functional ':rIO) depends in this case on one real 
parameter to and 

-- r}to = d3x -- blo. 
a':r(OI J b':r(O) 

blo bt(x) 
(35) 

In order that ':rIO) describe a stationary state with 
energy Eo = const, we must have ia'Y(O)/ato = Eo'Y(O). 
Equations (33) and (35) then yield 

Jd3X( b2'Y(O) 
bh T'l'ik(X)bh TTik(X) 

+ ~hTT. (X)hTT. (X)'Y(O)) = EoP(O) . 4 .k.! .k.! (36) 

The terms containing the operator Hk,k drop out 
because they can be transformed into an integral over 
a 2-dimensional surface at spatial infinity, which 
vanishes because of the boundary conditions. 

We can easily verify that the ground state functional 
(l9G) satisfies Eq. (36). We get 

b'Y(O) 1 1"1', 
--- = _ Jd3x' h ik.U(X) ':rIO) (37) 
bhTTik(X) 41T2 Ix - x'1 2 

' 

b2'Y(0) 

bh'l''l'ik(X)bh'l''l'ik(X) 

= _1 [fl 1 ] ':r(O) 
47T

2 Ix - x'12 
x=x' 

__ 1_ Jd3x'Jd3x" fl'h'l''l'ik(X')fl''hTTik(X'') 'flO) 

(41T2)2 Ix - x'1 2 1x _ x"1 2 • 

(38) 

The first term on the right-hand side of Eq. (38) 
diverges. We see from (36) that it represents the 
infinite energy density of the gravitational vacuum. 
To get rid of it, we should introduce a corresponding 
renormalization counterterm into the Einstein-Schro
dinger equation (10). If we use the relations 

J d3x Ix - x'r2 lx - x"I-2 = 1T
3 Ix' - x'rl, 

fl' Ix' - x"I-1 = -41Tb(x' - x") 

and integrate the second term on the right-hand side 
of Eq. (38) with respect to x, as required by (36), 
we get 

__ 1_ fd3xfd3x'Jd3X" fl'h'l'Tik(X')fl"hTTik(X") 
.(41T2)2 Ix - x'I2 1x _ x"12 

1 J J fl'h TT . (x')fl"hT'l'. (x") = _ _ d3x' d3x" 'k . ok 

161T lx' - x"l 

= _1_ Jd3x'Jd3X" hTT. (X')hTT. (x")D.' 1 
161T .k.! .k.! Ix' - x"I 

= -~fd3x' hTT . (X')hTT . (x')·. 4 .k.! .k.! 
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This term just cancels the second term on the left
hand side of Eq. (36), so that Eq. (36) is satisfied. 

Spatial Translations 

Equation (36) follows from Eq. (33) when we restrict 
ourselves to constant translations in time. A similar 
procedure can be used for Eq. (34), when we restrict 
ourselves to constant translations in space. The ground 
state functional should be invariant under such 
translations, the vacuum being the state of zero 
momentum. This means that 

d3x _U_T_ = _ d3x hTT .(x) U T = 0 (39) f 
.laTr(O) f s.\T~(O) 

I5h
i
(x) rs.' I5h T'l~.(X) . 

Let us check that the functional (l9G) satisfies 
this equation as well as Eq. (36). Using (37), we see 
that we must verify 

can be found by substituting t(x) = h;(x) = ° into the 
operator H k •k on the right-hand side of Eq. (33) and 
taking there 'f~O) instead of 'flO). However, it is 
necessary to take into account that Eqs. (33) and (34) 
were obtained when we neglect the cubic and higher
order terms in the exact super-Hamiltonian and super
momentum. Further terms 'f(l), 'f(2),'" of the 
perturbation expansion of the state functional modify, 
therefore, those terms of the power series expansion 
of 'f(O) that depend on cubic and higher-order com
binations of the variables hTT ik' h;, and 77T. It is there
fore illusory to retain terms in the power series 
expansion of 'flO) of higher order than those we have 
explicitly written down in (40). 

The first two integrals in expansion (40) indicate 
what happens if we slightly deform the original hyper
surface and the system of coordinates on this hyper
surface and observe the change in the state functional, 
linear in deformation. Determining the coefficient 
a(x) as in (41), we get 

i ( 1) .. a(x) = - -2 ~ , 2 
The last integral can be translormed by a sequence of 477 Ix - x I x=x' 

integrations by parts to the form 

Because hTTrs.t<x')hTT rs.l(x) is symmetric under the 
interchange x ~ x' whereas 0; Ix - x'I-2 is anti
symmetric, this integral vanishes as required. 

How to Get off the Hypersurface of Constant t(x) 

As already remarked, Eqs. (33) and (34) determine 
'f(O)(hTT

ik , h;, t), if 'f(O)(hTT
ik , 0, 0) is known. We 

expand the functional in a power series in the function 
variables h;(x) and t(x): 

'flO) = 'f~O)(hTT;k) + f d3x a;(x)h;(x) + f d3x a(x)t(x) 

+ f d3x f d3x' b;k(X, x')h;(x)h;(x') 

+ f d3x f dV b;(x, x')(hi(x)t(x') + h;(x')t(x» 

+ f d3x f d3x' b(x, x')t(x)t(x') + . . . . (40) 

The coefficients of this power series can be determined 
by repeated variations of Eqs. (33) and (34) with 
respect to t(x) and h;(x) in the point t(x) = h;(x) = O. 
For example, 

[
15'f(O)J; 

a(x) = --' 
<5t(x)i t(X)=hi(X)=O 

(41) 

+ second order terms in h TTik . 

The first term drops out when we renormalize the 
energy, so that the integral S d3x a(x)t(x) is cubic in the 
variables hTT;k(X) and I(X) and may be neglected. 
The same conclusion is reached about the term 
S d3x a;(x)hi(x) if we use (34). A deformation of the 
hypersurface therefore leaves the ground state 
functional practically unchanged in the terms linear 
in the deformation parameters I(X) and h;(x). This is 
just what can be expected of the state with zero energy. 
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APPENDIX 

~o prove the relation (3) in the text, we study the 
Fourier transform of 

fik(X) = n;nke-<Ix i, ni = xdlxl, € > 0: 

./;k(k) = (277)-i f d3x ninke-ik'X-<N. (AI) 

Because hk(k) must be form invariant as a function of 
k under rotations of a Cartesian system of coordinates, 
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hk(k) must be of the form 

hk(k) = A(k)bik + B(k)kikk' (A2) 

To determine the scalar functions A(k) and B(k) of 
k = Ikl, we contract Eq. (AI) in i and k and multiply 
Eq. (AI) by the tensor k;kk/k2. Because of (A2) we get 

3A + Bk2 = (21T)-i f d3x e-ik-x-'Ix l, (A3) 

A + Bk2 = (21T)-i f d3x(nik;/k)e-ik'X-'lxl 

= (21Tri l'" dr(r2e-·r f d{) cos2 
{} sin {} 

X e-ikrcos 9 flT dtp). (A4) 

The integral on the right-hand side of (A3) is simply a 
15 function: 

3A + Bk2 ----+ (21T)ib(k). (A5) 
..... 0 

On the right-hand side of (A4) we can easily integrate 
over the angles {} and tp and get 

A + Bk2 

= (21T)-* [00 dr r2e-.r(2 sin kr + 4 cos kr _ 4 sin kr) 
Jo kr k2r2 er3 

== Al + A2 + A3 • 

The individual integrals over r give 

A - (21T)1- _1_1. _E_ 

I - k2 + E2 1T E2 + k2 

----+ (21T)*k-2b(k) 
..... 0 

= (21T)ib(k), 

A = 2(21T)1-k-2 1. _E_ 

2 1T E2 + k 2 

----+ 2(21T)ik- 2b(k) 
..... 0 

= 2(21T)ib(k), 

A3 = -4(21T)-ik-3 ["" d(kr) sin kr e-€r 
Jo kr 

----+ -(21T)1-k-3, 
..... 0 

so that 

A + Bk2 ----+ 3(21T)ib(k) - (21T)*k-3. (A6) 
..... 0 

From (A5) and (A6) we find the coefficients A and B 
and thus obtain the relation (3) in the main text. 
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We consider nonlinear boson self-interactions with a periodic spatial cutoff. We prove that the energy
momentum spectrum lies in the forward light cone. A momentum cutoff does not influence this result. 
For theories with finite-field strength renormalization, we obtain bounds on the vacuum expectation 
values of products of the </> .. s and \I</>'s. These bounds are uniform in the volume (and possible momen
tum) cutoff. 

1. INTRODUCTION 

In this paper we prove results about the spectrum 
and the vacuum expectation values for models with 
boson interactions. We use a periodic space cutoff 
and a translation invariant Hamiltonian, so that the 
energy and momentum operators commute. Our results 
are independent of the possible presence of a momen
tum cutoff, and rely on the fact that the ground state of 
the (cutoff) theory is nondegenerate. Our results also 
hold for models with fermions (such as the Yukawa 
coupling) once the uniqueness of the ground state 
(vacuum) is established. In the Yukawa coupling, 
for instance, the vacuum is known to be nondegener
ate for small values of the coupling constant A, 
IAI ::;; ;'0 , but is is not known whether Ao approaches 
o as the volume of the periodic box tends to infinity. 1 

In Sec. 2, we prove that the energy-momentum 
spectrum lies in the forward light cone. In the remain
der of the paper we derive bounds on the vacuum 
expectation values of certain products of field opera
tors. These bounds are uniform in the space cutoff 
and the momentum cutoff. 

It is known that the vacuum expectation values 

<0., <P(Xl' t1) ••• 4>(xn , t1l)n) (Ll) 

of a quantum field 4> in its vacuum state 0. uniquely 
determine the field 4>. The Wightman axioms for 
field theory can be stated in terms of the vacuum 
expectation values, 2 and given such expectation values 
one can construct a Hilbert space Je of states and the 
field 4> acting on Je.2 Furthermore, the scattering of 
particles described by the theory is given in terms of 
the vacuum expectation values by the reduction 
formulas of Lehmann, Symanzik, and Zimmermann.3 

Wightman's program4 for constructing the field <P is 
to find a sequence of approximating fields <Pi with 
vacuums OJ and to take the limit as j -+ 00 in the 

approximate vacuum expectation values 

(Oi' <P;(X1' I}) ... 4>; (x .. , 1 .. )0;). (1.2) 

The limiting expectation values (1.1) are then used 
to construct 4> and the Hilbert space Je. 

We derive bounds, uniform in j, for the approxi
mate vacuum expectation values (l.2) in which 4> is 
replaced by V' <P = <p., or by 17 = <Pt. These bounds 
are valid for boson interactions which are super
renormalizable and which have a finite-field strength 
renormalization constant. 

2. THE ENERGY MOMENTUM SPECTRUM 

We study boson self-interactions in a periodic box 
of volume I VI. We assume translation invariance and 
positivity of the Hamiltonian. We then prove that the 
energy-momentum spectrum lies in the forward light 
cone. In 2-dimensional space-time, these results apply 
to theories with no momentum cutoff. Our results also 
apply to models with a momentum cutoff, although 
the momentum or periodic space cutoffs presumably 
destroy Lorentz covariance. 

We work in (s + 1)-dimensional space-time. Let 
V be a periodic box in s space having volume lVI, 
and let r y be the lattice of allowed momenta. Then 

4>y,,,(X) = (217)-!'2-! f exp (-ikyx) 
J1kl:S" 

X [a(k)* + a( -k)Jll(ky)-! dk (2.1) 

is a cutoff scalar boson field in the box V. Here k y E r y 

is the lattice point nearest k. The field <Pv(x) = <Pv.oo(x) 
has no momentum cutoff. The conjugate time zero 
field is 

17y.ix) = i(217r!82-! r exp (-ikyx) 
J1kl:S1( 

X raCk) * - a( -k)JIl(kv )* dk. 

3335 



                                                                                                                                    

3336 J. GLIMM AND A. JAFFE 

Let ~ be a polynomial bounded from below. We set 

Ho = I a(k)*p,(kv)a(k) dk, (2.2) 

HI = L:~(<pv,.lX»: dx, (2.3) 

E = inf spectrum (Ho + HI)' (2.4) 

H = Ho + HI - E, (2.5) 

P = I a(k)*kva(k) dk. (2.6) 

For K < 00, the operators (2.1 )-(2.6) are essentially 
self-adjoint on the domain '1) consisting of Fock space 
vectors with a finite number of particles and wave
functions in 8.5 For K = 00, S + 1 = 2, the operators 
Ho, H[, and P are essentially self-adjoint on '1), and H 
is essentially self-adjoint on '1)1 = '1)(Ho) n '1) (HI).6. 7 

The operator H commutes with the operator P. 
The operator H has a unique ground-state vector 
O(V, K) = 0, satisfying HO = 0, and zero is an 
isolated point of the spectrum of H.8.7 

The self-adjointness of Hand P and the existence of 
a ground state for H extend to the operators 

H({J) = H cosh {J + P sinh (J, 

P({J) = H sinh fJ + P cosh (J. 

Since there is no free constant in H(fJ), the ground 
state O(V, K, fJ) = O(fJ) of H(fJ) is the eigenvector of 
a possibly nonzero eigenvalue E(fJ). This eigenvalue 
is simple and isolated, by the same proof that works 
for H. Clearly H(fJ)2 - P(fJ)2 = JI2 - p2 on '1)1 X 'D1 . 

Theorem 2.1: The joint spectrum of Hand P above 
lies in the forward light cone. That is, 

o ~ H({J), 
o ~ H2 _ p2, 

E(fJ) = 0, O(fJ) = 0. 

Proof: For s + 1 = 2, the resolvents 

[H(V, K, (J) - t]-l 

converge in norm as K ---+ 00 to the resolvent of the 
limiting Hamiltonian H(V, fJ) = H(V, 00, fJ). The 
operator H(V, fJ) commutes with P, and their joint 
spectrum is contained in the limit of the joint spectrum 
of H(V, K, fJ) and P, as K ---+ 00 (Ref. 9, p. 432). Thus 
it is sufficient to prove the theorem in the case K < 00. 

On the core '1), the operators H(fJ) are strongly 
continuous in fJ and in the coefficients of~. Thus the 
resolvents are also strongly continuous in fJ and ~. 
Because E(fJ) is an isolated eigenvalue, the projection 

Q(fJ) on the vector O(fJ) depends continuously on fJ 
and ~ (Ref. 9, pp. 437-38). Since Hand P commute, 
so do H(fJ) and P, and so do Q(fJ) and P. The range 
Q(fJ) is one dimensional, and so it is contained in 
an eigenspace of P. The corresponding eigenvalue 
belongs to the discrete lattice r v and depends con
tinuously on fJ and ~. Thus the eigenvalue must be 
independent of fJ and P. From the case fJ = 0, 
~ = 0, H = Ho, O(fJ) = 0 0 = Pock vacuum, we see 
that 

PO(fJ) = 0. (2.7) 

The ground state energy of H(fJ) is nonnegative 
because, by (2.7) and the fact that ° ~ H, 

° ~ cosh fJ (Q(fJ), HQ(fJ» = (Q(fJ), H(fJ)Q(fJ» 

= E(fJ)· 

Thus 0 ~ H({J) and, on 'D x 'D, 

o ~ H(fJ)H( -fJ)(cosh {J)-2 = JI2 - (tanh (J)2P2, 

and so, by limits as fJ ---+ 00, 0 ~ JI2 - P2. 
The ground state energy of H(fJ) is nonpositive 

because 0 = (0., H(fJ)Q). Thus E(fJ) = 0 and 

H(fJ)Q(fJ) = 0. (2.8) 

By (2.7) and (2.8); HQ(fJ) = 0, and by the uniqueness 
of the vacuum for H, 

O({J) = 0 

is independent of fJ. This completes the proof of the 
theorem. 

We remark that the result O({J) = Q agrees with 
the prediction of perturbation theory. To first-order 
perturbation theory, om = no - H;lH[Oo. The 
expression for Q(fJ) to first order is 

Q({Jyll = 0 0 - (H 0 cosh fJ + P sinh fJ)-l cosh fJH [0 0 

_ lo H-lH lo _ lO(l) 
- ~':o - 0 [~':o -~" , 

where we have used [P, HI) = ° and POo = 0. 
Similar calculations yield Q({J)<n) = Q(n) to all orders n. 

3. TRANSFORMATIONS OF THE 
HAMILTONIAN 

In this section we derive a uniform bound on 
\I (H + I)-i1T(j)(H + I)-il\. Let f be a smooth func
tion on V with periodic boundary conditions. The 
operators 

and 

<Pv(x) = f <Pv(x)f(x) dx 

1Tv(f) = f 1TV(X)f(X) dx 
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are self-adjoint and essentially self-adjoint on the 
domain 'J) of Sec. 2. We use the unitary operator 

U = U(V,f) = exp (itfov(f)] (3.1) 

to transform the Hamiltonians Hand H(fJ) of Sec. 2. 

Theorem 3.1: For K < 00 and any s, or for s + I = 
2, K ~ 00, we have 

o ~ H ± 1Tv(f) + i IlfilL (3.2) 

o ~ H + P tanh fJ 
± (1Tv(f) - (Vtfov)(f) tanh fJ) + t Ilfll~. (3.3) 

Remark: In a theory with a spatially cutoff Hamil
tonian H(g), but no periodic box ,1.6-8 our proof shows 
that the corresponding estimate (3.2) for 1T(f) is valid. 

Proof: By Ref. 10, there is a cutoff-dependent and 
fJ-dependent bound 

±1Tv(f), ± V tfov(f) ~ eN + const ~ H + const, 

H + P tanh fJ + const. 

Thus the point to be established is the exact value 
Ilfll~ of the change in the vacuum energy caused by 
the perturbations in (3.2) and (3.3). We prove that 
(3.2) and (3.3) are unitarily equivalent, via the 
unitary (3.1), to Hand H + P tanh fJ, respectively. 
On the domain ']), we have the convergent power 
series expansions 

00 n 

HoU = UHo + I I(n!)-1 
n=O j=O 

x [i tfoV<f)] n-i-17Tv(f) [i tfov(fW, 

HoU = U[Ho + 1Tv(f) + ~ II!II;]. (3.4) 

Since']) is a core for Ho , we conclude that U: '])(Ho) -+ 

D(Ho) and (3.4) holds as an operator identity on 
D(Ho). Hence 

V*HoU = Ho + 1Tv(f) + l IIfll~. 

Similarly, as an operator identity on '])(Ho) c '])(P), 

U*PU = P - (Vtfov)(f). 

Since U commutes with HI> U:'])(H]) -+ '])(H]) and 
U*H]U = H]. 

The operators Hand H + P tanh fJ are essentially 
self-adjoint on the domain '])1 = '])(Ho) n ,])(H]). 
For H, this statement is proved in Refs. 6 and 7, and 
the same proof is valid for H + P tanh fJ. Thus 
U* HU is a positive self-adjoint operator that is 
essentially self-adjoint on U*'])l = '])1 and on '])1: 

Os U*HU = V*(Ho + HI - E)U 

= Ho + 1Tv(f) + ! 1If1l~ + H] - E 

= H + 1Tv(f) + i Ilfll~. 

The same equation holds with f replaced by - f, and 
so (3.2) holds. The proof of (3.3) is identical. 

Transformation of H by exp [i1Tv(f)] gives us 

o ~ H + f: :r(tfov(x) + f(x»:dx + m2tfo(f) - tfo(Af) 

+ lm211fl12 + i IIVfll~. (3.5) 

We have not made significant use of this inequality. 
but we remark for quadratic interactions, :r(~) = 
~2 + b~ + c, the bound (3.5) leads to an estimate on 
the-vacuum expectation values (1.2) which is uniform 
in the cutoffs. 

We observe that, for s + I = 3 and :r(~) = ~4 + 
lower-order terms, the coefficient of ~2 contains a mass 
renormalization term which is divergent as K -+ 00. 

Neither this divergence nor the divergence of E (as 
K -+ 00 or I VI-+ (0) interferes with our estimates. 
For s + 1 = 4, however, there are divergent counter
terms containing :1T2(X): coming from the field 
strength renormalization, and, if these terms are 
included in H, our estimates are no longer uniform 
in the cutoffs. 

4. ESTIMATES ON THE VACUUM 
EXPECTATION VALVES 

We use the time-dependent Heisenberg picture 
fields 

tfoix, t) = eitHtfov(x)e-itH, (4.1) 

where tfov equals tfo, tfot ,or Vtfo and tfo(x), etc., is a time
zero free field. Recall that the Hamiltonian H con
tains a periodic space cutoff, and possibly a momentum 
cutoff. We use the uniform estimates (3.2) and (3.3) 
to derive bounds on the vacuum expectation values 
of the tfov' 

For fEe;:, the space-time averaged field is 

tfo(f) = f tfo(x, t)f(x, t) dx dt; (4.2) 

the fields tfot(f) and (Vtfo)(f) are similarly defined. 

Lemma 4.1: Let K < 00 or s + I = 2 and K ~ 00. 

Then for fEe;:, tfo(f), tfotCf) , and (V tfo)(f) are 
operators on ,])(Hl). 

For a proof of this lemma, see Ref. 8, Lemma 
3.2.2. We have the cutoff-dependent estimate 

IItfo.(fWIl ~ Iflll(H + l)tOIl, (4.3) 

where If I is some Schwartz space norm on f, and 
tfo. = cP, CPt or Vcp, as defined by (4.1). The integral 
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(4.2) is by definition a weak integral of bilinear forms, 
and for V'cp we can integrate by parts in (4.2) to 
obtain (V'cp)(f) = -cp(V'j). One can also show that 
CPt (f) equals 

f exp (itH}IT(x) exp (-itH)j(x, t) dx dt 

= 17(f) = [iH, cp(f)] 

by evaluating (iH, CP(f)]. This was proved for the 
case K = 00, S + 1 = 2, ~ having degree four.s The 
restriction to ~ of degree four comes into the proof at 
one point only, and is easily avoided. Namely for 
such ~, Ho + H [ is closed and self-adjoint on the 
domain '.D(Ho) (\ D(H[) = '.D1> while for general ~, 
Ho + H[ is essentially self-adjoint on this domain. 

As in Ref. 8, we conclude from (4.3) that COO 
vectors for H are COO vectors for CPv(f) and that 

II Hmcpv(j)O II S;; If 1m II(H + I)m-r!OIl, (4.4) 

where Ijlm is a Schwartz space norm depending on 
the cutoffs. Thus the vacuum expectation values 
(12, CP./x} , t}) ... rA • .cxn' tn)12) are defined in the 
cutoff theory. Here 12 is the vacuum for the cutoff 
Hamiltonian H. To obtain estimates independent of 
the cutoff, we must replace (4.3) and (4.4) by bounds 
derived from Theorem 3.l. From Theorem 3.1 and 
the fact that H commutes with P, we have as bilinear 
forms on 'D(H) x '.D(H) 

o S;; H ± 17(f) + t IIfll~ , (4.5) 

o S;; H + P tanh tJ 
± (7T(f) - (V'cp)(f) tanh tJ) + t IlfII~, (4.6) 

wherefE C:(R2) and17(f) and (Vcp)(f) are the space
time averaged fields (4.2). These inequalities extend by 
continuity to 'D(H!) x 'D(H!). 

Theorem 4. J: Let K < 00 and s be arbitrary or let 
K S;; 00 and s + 1 = 2. Then for 0 E Coo(H), we have 

II Hi17(j)0 II + IIHiV'cp(fWIl S;; If Ii II(H + I)i+40Il. 

The Schwartz space norms Ifli are independent of the 
cutoffs K and V, and they are independent of the 
polynomial ~ and mass m which define H. 

Proof' The case j > 0 follows from the case j = 0 
and the commutator formulas 

(V'cp)(Dtf) = - [iH, (V'cp)(f)] 

and 17(Dt!) = - [iH, 17(f)]. From (4.5), we have 

±17(L.) < H + l < H + I, IIfl12 - "2_ 

±17(f) S;; IIfll2 (H + 1). (4.7) 

Similarly, from (4.6) and (4.7) and Theorem 2.1, we 
have 

±(V' cp)(f) S;; 3 IIfll2 (H + I). (4.8) 

We set '1/' = (H + /)20, R = (H + 1)-1. Then we have 

117T(f)0112 = (tp, R217(f)2R2tp) 

S;; I(tp, R7T(f)R17(f)R2tp)1 

+ I(tp, R[R, 17(f)]17(f)R2tp)1 

S;; II R!17(f)R! II 2 IItpll2 
+ I(tp, R2[7T(f), H]R17(f)R2tp)1 

S;; Ilfll~ II(H + 1)20112 

+ I(tp, R217(Dt!)R17(f)R2tp)1 

S;; (1If1l~ + 11/112 II Dt/1I2) II(H + I)20I12. 
(4.9) 

In deriving (4.9) we use the bound (4.7). The proof 
of the bound on (V'cp)(f) is similar, and the proof of 
the theorem is complete. 

Theorem 4.2: Let K < 00 for any s or let K S;; 00 

for s + 1 = 2. Then there is a Schwartz space norm 
I . In defined on S(R(8+1)n) such that, for/ E S(R(8+I)n), 
we have 

If each CP. is a 17 or a V'cp, then the norm I . In is inde
pendent of K, V, m, and~. 

Remark: In a theory with a spatially cutoff Hamil
tonian H(g), the theorem holds if each 9Jv is a 17. 
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A review of graphical angular momentum methods is presented. As an example, the graphical methods 
are applied to the coupling problem in the semiclassical first and second Born approximations with an 
electric multipole potential. The general nth-order Born term is then considered. A simple expression is 
derived for the matrix elements of the anisotropic terms in the potential. The evaluation of the remaining 
integrals over time is discussed. 

INTRODUCTION 

In Paper I we derived explicit expressions for the 
semiclassical first and second Born approximations, 
using time-dependent perturbation theory with an 
electric multipole potentiaP We performed the neces
sary angular momentum algebra by finding the correct 
formulas in the standard books on angular momentum 
theory. This is a rather haphazard procedure. It 
would be much better to have a systematic method 
of handling such problems which could be extended 
to cases where we cannot find handy formulas in the 
standard books. This can be done without the use of 
diagrams, but it is much easier to use graphical methods. 
We shall essentially follow the diagrammatic methods 
outlined by Brink and Satchler2; proofs of certain 
graphical procedures will also be presented. Our 
diagrams will differ from those defined by Yutsis 
et a[.S in certain rules and phases. This must be kept 
in mind when referring to their book. Recently 
Massot et al.4 developed diagrammatic methods 
which mclude the graphical representation of tensor 
operators. The convenience of this is somewhat 
outweighed by the added complication of the dia
grams; we will carry the tensor operators along with 
our diagrams. Only the essentials of the graphical 
methods will be presented in Sec. I. For more details 
see Brink and Satchler2 and Yutsis et al.3 

of angular momenta can be treated by the graphical 
approach. The graphical angular momentum methods 
can also be made compatible with some many-body 
diagrammatic methods.6 

I. GRAPHICAL ANGULAR MOMENTUM 
METHODS-

The basis of the graphical methods lies in the 
diagrammatic representation of the Wigner 3-j 
symboF 

(1) 

As an example, the graphical methods will be The node represents the coupling of the three angular 
applied in Sec. II to the coupling problems dealt with momenta. This does not correspond with the vector 
in Paper J.l The technique will then be applied to diagrams drawn for the classical coupling of three 
the general nth-order Born term in Sec. III to yield a angular momenta. Ponzano and Regge8 have recently 
simple expression for the product of matrix elements used such a graphical representation; however, it has 
involved. Possible methods of performing the remain- limited applicability in our work. The + sign corre
ing integrals over time will also be discussed. sponds to an anticlockwise orientation of the node; the 

The graphical method is not restricted to scattering - sign corresponds to a clockwise orientation of the 
problems5; any problem which involves the coupling node. From the permutation properties of the 3-j 

3339 
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symbols, we arrive at the relations It is clear from this that a line without an arrow just 

j3m3 
(_l)it+i2+is. (2) 

A rotation of the diagram does not change its meaning 
since it corresponds to an even permutation of the 
columns in the 3-j symbol. Likewise, a distortion of 
the symbol does not change its meaning provided 
that two lines are not crossed. The metric tensor7 is 
defined as 

(m j m') = (-l)i+mbm._m, = _jl.;;;m~""4 ........ J.&.;·m::..' 

Also note that 
., , . , 

(3a) 

jm ~ J m jm ~ Jill bi.i" (3b) 

The use of arrows will be discussed shortly. 
The basic rule in using these graphical methods is 

that two lines may be joined if they have the same J 
and M labels on them. The resulting line is just 
labeled by J if M is summed over; the summation is 
implicitly understood in such cases. We illustrate this 
with the unitarity relation of 3-j symbols, 

",[.](jl j2 ja)(jl j2 ja)-b 15 
~ J3 ,,- mt,m'l m2,m'2' 

isms m1 m2 ma m1 m2 ma 
where [J] == 2J + 1. Graphically this is written as 

! [ja] 
is 

(3c) 

represents a 15 function. We can derive a useful relation 
if we contract a 3-j symbol with a metric tensor: 

= !(_1)i3+ms(jl 
m's m1 

= !(_V3+ms 
m's 

x 

= 

j m 
>-_--1..--3_3 (_l)is+ms. (4) 

We see that a negative m in a 3-j symbol will produce 
an arrow in its resulting diagram. The above relation 
can be used as a definition of the arrow symbol. 
Note that it is not possible to remove a single arrow 
from a line, since this would correspond to changing 
the sign on one m value in the 3-j symbol. Using the 
metric tensors, we can derive some simple rules for 
using the arrows: 

_j _1 m_1--t1~M.~J_· l_m_i_ = ! ( jl ) ( jl ) 
m2 m~ m2 m2 m1 

= '" (_1)2h+ml+m'a 15 • ~ U mb- m2 m l.-fn 

(5b) 

Note that even ifj is half-integer, (j + m) is an integer. 
Hence, 

(_1)2(h+ml) = 1. 

These results are useful since we can change the 
direction of an arrow, provided that we are careful 
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with phases. That is, . ., 
J 1m1 J 1m1 • 

= 

Another useful relation is obtained from 

ja ) 
-rna 

and the fact that 
. ml + rn2 + ma = O. 

Writing this out graphically with the aid of Eq. (4), 
we arrive at the rule that an arrow can simultaneously 
be added to each line around a node, provided that they 
all point in the same direction: 

= 

= (7) 

m3 

The last step follows from applying the rules for 
changing the direction of arrows in Eq. (6). 

Using these rules, we can write out the diagrams 
for any complex summation of 3-j symbols. If the 
resulting diagram has no open lines (noncontracted 
lines), then it will represent a 3n-j coefficient. As with 
most diagrammatic methods, their topology is very 
interesting. In fact, the symmetry properties of the 
3n-j coefficients can be obtained graphically by 
identifying the rotation group that describes the 
geometric properties of the diagram. It can be helpful 
to construct 3-dimensional models of the diagrams. 
However, the definition of the + or - sign on a node 
must be modified for the 3-dimensional case. 

The equivalent diagrams for the 6-j and 9-j symbols 
are 

+ 

(8a) 

(8b) 

There are other ways of writing out these diagrams, 
but they are all topologically equivalent. In fact, it 
is a general rule that all topologically equivalent 
diagrams will represent the same algebraic expression 
or symbol (perhaps with the addition of a phase 
factor). The general study of the higher 3n-j symbols 
is very interesting in itself. It is sufficient to say that 
it is possible to generate all topologically nonequiv
alent 3n-j symbols from all the 3(n - l)-j symbols. 
For more details see Yutsis et aJ.3 

In applications, we frequently have diagrams with 
open lines, i.e., lines with noncontracted projection 
quantum numbers. Such diagrams can be represented 
-by a general block of contracted lines with open lines 
coming out as follows: 

: :: ~:). (9a) 

The label A represents the particular arrangement of 
the contracted lines. Any FA ( ) can be written out as 
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a summation over a product of 3-j symbols. All 
internal (contracted) lines must have arrows, and all 
external lines must not have arrows. Such diagrams 
are called normal diagrams. Only normal diagrams 
arise in physical problems. The FA ( ) are frequently 
called JM coefficients. The simplest nontrivial case is 
just the usual 3-j symbol. In general we can write 

= i ( -1 )IA( !AHIA) ( 11 12 jl)( 11 Is 1, ) 
In,} m1 n2 m1 -n1 ns n, . 
i=1 

( Is j2 js) ... Cr lr- 1 jn ), (9b) 
X -ns m2 ms nr nr-l mn 

where the phase factor guarantees that the diagram 
is in normal form. The J M coefficients can be looked 
at as the coupling coefficients for the states q,(jlml), 
q,(j2m2)' ... , q,(jnmn) up to a state with zero angular 
momentum. That is, 

Ijlj2' .. jnOO)A 

= IFA(jl 
{m,} m1 

The states are in reference to some space fixed co
ordinate system. This definition of FA ( ) could also 
be extended to the coupling up of tensor operators 
Ti, to a resultant TA~' We shall later use them for m, 
this purpose. With these definitions the 3-j symbol 
couples up three angular momenta to a zero resultant 
state. To see this, we note that 

I jlj2jsmS) = I lilml) 1i2m2) Ulmti2m21 jlj2jsmS) . 

and 

Iiti2jSOO) = I lism~) IiIi2jsma) 
mama' 

X (Ulj2jama)jamal Ulj2js)jaOO). 

Writing the coupling coefficient in terms of a 3-j 
symbol ,7 

<(jlj2jama)jam~ I (jlj2ja)jaOO) = (ja js,' 00) 
ma ma' 

( _1)ia-ma 

= ([ja]) 1- c5ma.-m'a, 

we get 

I
· . . 00) "" (_1)S3-

m
3 I' ) I' . . ) 

h12la = "'" 1- lama hhla - ma 
ma (Ua]) 

= (_1);.-11+13 2 (il i2 is) 
mlm. m1 m2 ms 

X 1i1m1) li2m2) liama)' 

So we see that FA ( ) is essentially a 3-j symbol if A 
represents a single note. We could extend this to a 
generalized Wigner coefficient 

where the diagram for such a coefficient has a mini
mum number of contracted lines. See Yutsis et af.3 
for details. 

From the definition of FA() as the coupling 
coefficient up to the state 100)A , it is clear that 

n 

Imi = O. 
i=l 

Now we shall see that 

n 

IX = Iji = integer 
i=l 

(lOa) 

(lOb) 

for the j; in the open lines of FA ( ). Consider a 
rotation by 7T of the state Ijl .. -jnOO)A , 

R(7T) = R i1 (7T) X Rls(7T)" . X R I ,,(7T) , 

where R I , acts on q,Uimi) in the fashion . 
R;.(W)q,Uimi) = I D::"j.m,(W)q,Uim~). 

m', 

D'.".'.m(dJ)! is:, the rotation matrix as defined by 
Edmonds.7 We now use the relation 

to obtain 

R(7T) iiI ... jnOO)A 

=IFA(jl ... jn) 
mj ml'" mn 

X Ri1(7T)q,Ulml) ... Ri,,(7T)q,Unmn) 

= I F (jl ... jn) 
mt.mi' A m1 ••• mn 

X D;;;;;.ml71-)q,UlmD· .. D:::"'.m,,(7T)q,(jnm~) 

=-c""'F (jl ... jn)(_l)l:A(iA+mA) 
"'" Am'" m mt 1 n 

X CP(j1 - m1) ••• cp(jn - mn) : 

Note that !:=1 mi = 0 to eliminate it from the 
phase. Now apply the reverse rotation ,R-l(7T) = 
R( -7T). Again we use the relation 

D:r,'.m( -7T) = (-I)/-mc5m'._m 

to arrive at 

iiI" 'inOO)A = (_1)21Z2FA(il 
m, m1 
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We conclude that 

" 
oc = ~ j; = integer 

i=l 

by comparison with the original definition of 
Ih" ·jiXJ)..4.' Another useful relation is 

i" ). (10c) 
m" 

This relation is evidently true from the last derivation 
if we note that 

R(w) IA" 'j"OO)A = IA" ·j"OO)..4.' 

This follows because the state 100)A has no spatial 
dependence. 

We are now ready to derive some powerful rules for 
manipulating diagrams. These simple rules essentially 
justify the use of the graphical methods. We want to 
show that the following operations are valid if the 
left or right block is in normaHorm: 

O{]-D ·D~, .. " 

(llc) 

For four or more connecting lines we cannot simply 
cut the diagrams; but we can utilize the relation 

to reduce the number of connecting lines to three, and 
then cut the diagram. Appendix A discusses the 
general n-line cutting rules. Note that a line from a 

block really means 

To prove these rules, we shall use F..4.( ) notation. 
Consider 

i2 ia) 
m2 ma 

= 2 (_I)~h(Ih+"hl ('I 
{tId n1 

12 i1 ) 
n2 m1 

( 
'lIa 1,) (ia I, 1,-1), 

x -nl na n, ... ma -n, n,_l 

where A can be any arrangement of contracted 
angular momenta and i = I, 2, ... ,r. We now use 
the following relation between 3-j coefficients and D 
matrices?: 

la) = 2 D!.!'l,ml(w)D~'2,m2(W) 
rna m'lm'2m'a 

Dis () ( 11 12 la ) X m'l.ma W 
m~ m~ m~ . 

Note that w is purely arbitrary. We want to expand 
each 3-j symbol in FA ( ) using the same w: 

F..4.(il i2 ia) 
m1 m2 ma 

= 2 2 2 2 (_Wh(!h+nhl('1, 12 i1,) 
{nil {n';} {n"i) m'lffl'sm's n1 n~ m1 

( 
Ilia I,) ... (ia Ir Ir- 1)Dh. (w) 

X "" 1/ I fl.l tnt -nl na n, m3 -nr nr-1 

X D~n"l.-nt(w)· .. D:"\,ml(w)D;':'I,miw)D~'3,ms(w), 

where {nil -- {na and {-n i } -- {-n;}. Notice that 
the projection quantum number for each internal line 
occurs on two D matrices. Now we use the orthogonal
ity property of the D matrices: 

2 (_1)-li-niD~~/,,,,<w)D~n"/,_n'<w) 
ni 

= ~ (_I)-li-nID!I, . . (W)Dli,~. (w)(_l)ni-n'" 
~ n"n, n .... ni' 

_ ( 1)!;+n'i.i 
- - Un'i,n",,· 

If FA ( ) was not in normal form, we could not use 
this relation. This is why one of the blocks in the 
coupling rules must be in normal form. We apply this 
to get 

F..4.(i1 
rn 1 

i3)= 2 FA(i1, i2, i3) 
rn2 rn3 m'l,m's,m's rn1 rn 2 rna 

X D~'l.ml(w)D~' •. m,<w)D!!' •. m.(W)' 
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Now we multiply both sides by (87T2)-1 and integrate 
over w. The right-hand side integrates to a product 
of two 3-j symbols7 : 

F..4.(jl j2 ja) 
ml m2 ma 

= (jt j2 ja) 
ml m2 ma 

X I F..4.(jl, j2 
m'lm'2m's ml m~ 

= (3n-j coef.)..4. X (jl j2 
ml m2 

The sum over m~, m~, and m~ is a closed diagram in 
normal form or a 3n-j coefficient. We now have 
essentially proved what we wanted if we transcribe it 
to graphical form: 

If we had attached a block B to the right side, we 
would get the three line cutting rule. It is not necessary 
that B be in normal form since only A and its three 
external lines enter into the derivation. The other 
cutting rules can be obtained with the help of the 
relations 

( 
jl j2 0) = I5hjal5ml.-m2 (_1)il-ml, 

ml mz 0 ui 
(
jl 0 0) _ 15 15 
m

l 
0 0 - iI.O m"O' 

1 
= 

[jIlt' 

As a last note, we must remember that all three 
angular momenta coming from a node must satisfy 
the triangle relations for angular momentum coupling. 

We now have all the basic rules for handling open 
and closed diagrams. Their usefulness will be illustrated 
with a few examples in the next part. 

II. GRAPHICAL METHODS AND THE FIRST 
AND SECOND BORN APPROXIMATION 

We shall rederive the angular momentum coupling 
in the first and second Born approximations with 

multipolar potentials as examples of how the graphical 
methods can be used. l As we shall see, it is no longer 
necessary to fall back on "formula X in book Y" to 
calculate the necessary sums over the projection 
quantum numbers. Using the graphical approach, 
we shall derive all the necessary relations we need. 

It is useful to start at the beginning and write out 
the diagrammatic representation of the basic matrix 
element,l 

(ntl T'z-~ In j), 

T'z-y = I (llmllzm21/1/2/Y)¥;lmPl)¥;2m2(f2)' 

where Int ) = IJfiq~iKl) IJ;iq:iK2) are symmetric top 
wavefunctions and i is a dummy index. J is the rota
tional quantum number, q its projection on the space 
fixed axis, and K its projection on the molecule fixed 
axis (note that J, q, and K are integers). The subscripts 
I and 2 refer to the two molecules. Taking the in
dicated matrix elements over the spherical harmonics, 
we get 

(ntl T'z-y Inj) 

= (_1)KI+K2+ilfti+jafti([/l][12][l][jfi]U:i]Ufi]U:i])t 
(47T)2 

I Cl 12 
X mlm2 m1 m2 

X ( jfi 12 
_q;i m2 

We now want to represent the sum over ml and m2 
graphically: 

(ntl T'z-y In;) 

= (_1)jlni+ja"I+KI+K2([lI][l2][l][jfi]U;i][jfi][j;i])t 
(47T)2 

X (Ri II jfi) ( j;i 12 j;i) 
-Kl 0 Kl -K2 0 K2 

n' n' n' 
q ~j . I q,1 • J 

J I I, 

+ 

Ry 
R, 

X 

R2 

.nj n· .nj n' 
12 

q I J2 
q J 

2 2 
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.OJ n· n' n' 
qll 

. I qll JI JI 

), 
i-r 

= h(l, ni , n j ) 
, (12a) 

1.2 
+ 

o· n· .nj n· 
. I 

q2
1 

q21 
J2 J2 

where 

h(l, ni , nj) 

= (-1 )il"i+i2 "i+1 2+[(I+[(2 ([II][12][l]Uf;]U~i]Uri]U~i]\! 
(41T)2 J 

x (jfi 11 jfi) (j~i 12 j~i). (12b) 
-Kl 0 Kl -K2 0 K2 

We will treat h(l, ni' n j ) as a numerical coefficient. 
With this graphical representation of the matrix 
element, we now have the basic building block for the 
diagrams in the first and second Born approximations. 

The first Born approximation for the transition 
probability can be written as1 

where I1(ly) is an integral over time defined in Eq. 
(20b). 

We are summing over initial and final projection 
quantum numbers. It is not necessary to do this; 
however, the resulting nonsummed expression would 
be more complicated. We want to focus on the 
summation 

This can be written out in graphical form by using 
Eqs. (12): 

h(l,f, i)h( I, i, f) 
A = -'-':...::....:....~~.:..::....:.. 

2 Umj~] 
(13) 

Note that the diagram is in normal form, as it should 
be. We now apply the two line coupling rule in Eq. 
(11 b) to the open lines: 

+ 

h(I,f, i)h(l, i,f) r A2 = 
W]Uml] ~yl 

X (_1)12'+11/+12. 

The added phase factor comes from changing the 
sign at one node. We can now split out the "bubble" 
in the middle and use Eq. (3a) for the line on the right: 

h(l f i)h(l i f)c5 ,(_1)I+y+J2'+j2'+12 
A = " " y.-y 

2 utJUml2][l] 

x I) 2 2. -CD--, i 

+ 

+ 

Splitting out the bubble again, we get 

h(l f i)h(1 i f)c5 ,( _1)I+y+i2'+i2'+12 
A - " " y.-y 

2 - . -
U;]Umld[l2][l] 

"CD CD (D. 
Now we note that 

+ 

CD 
=! (j1 j2 ja)(j1 j2 ja)-l 

m1m.mS m1 m2 ma ml m2 ma - . 

This finally results in the expression (after changing 
a few signs at nodes and removing a few arrows) 

h(l f i)h(z' i f)c5 ,(-l)Y+il '+11'+i2'+/2' 
A = " " Y,-1 

2 [jmj~][l1][12][1] 
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This now yields for the transition probability 

P i -+ = h(l,f, i)h(l, i,f)( _1)'1
1
+11

/
+;1

1
+;2' 

1 (f) [jmj~][ll][l2][l] 
x L (-I)YIl(l, y)Ii(l, -y). (14) 

y 

If the h's are now replaced by their algebraic expres
sions, we will arrive at the same result that was 
originally obtained algebraically in Paper I. 

As a final example we will do the angular momentum 
sums for the second Born approximation. The second
order transition probability can be written as! 

P2 (i -+ f) = L A412(1, y, y')It(l, yl!, ylll), (ISa) 

where 
y's 

A4 = (W][jm-1 L (II Tz-y In)(nl Tz-y' Ii) 
x (il Tz-y" In')(n'l Tz_ym If>. (ISb) 

We will concern ourselves with the calculation of A4 • 

[2(1, y, y') is a second-order translation integral defined 
in Eq. (20b). As before, we write out the graphical 
representation of the matrix elements: 

A4 = ([j;][jm-1h(l,f, n)h(l, n, i)h(l, i, n')h(l, n',f) 
+ 

x + t-+-'--r-=-+-f 1-+,----'-....,.....,"*. (ISc ) 

It is worth noting the similarity of this diagram to the 
one for the first Born approximation, As one might 
expect, this circular ring character can be generalized 
to the nth-order Born approximation. We will show 
this to be true later. It really stems from the rotational 
invariance of the transition probability. If the initial 
and final projection quantum numbers were not 
summed over, the circle would be broken. This ring 
character would also arise in any perturbation theory' 
(whether in scattering or not), if the potential is ex~ x 
pressed as a sum of spherical tensor operators and the 
basis is in the angular momentum representation. 

There is no unique way to proceed with manipu
lating this diagram. We want to be guided to a final 
result that can be easily evaluated numerically. 
Certainly, whatever outward form the final results 
take, they are all mathematically equivalent. Since 

there are four open lines we can no longer split out 
the inner circle. For simplicity we shall only be 
concerned with A~, the diagram in A4 • It is instructive 
to note that ..44 can be written as 

..44 = L [Z] 
z 

+ 

y £Y' 

+ 

H'· !Y' 

This is of little practical importance since the closed 
di&.gram is a 21-j symbol. However, this is what one 
would expect for the second Born approximation. 
The potential is a sum of products of two tensor 
operators [ Y!1 ml (1) Y!l ml (2)] which are coupled to
gether. Since the potential enters four times in the 
second Born approximation, we are coupling together 
eight tensor operators to form a scalar. This coupling 
of eight angular momenta is represented by a 21-j 
symbol. 

We shall proceed with ..44 by first breaking it into 
a product of smaller pieces and then putting the 
pieces back together in a different fashion . ..44 can be 
written as 

(16) 

We shall now just focus on the rectangular diagrams; 
they can be written as a double sum over dummy 
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angular momenta X and Y: 

! [X][YJ 
X.Y 

x 

x 

We have changed the signs on the corners of the 
second rectangle, but this does not give a phase 
factor. Each of the rectangles can now be split on 
the three lines connecting the right and left sides to 
give 

! (-l)d[X][YJ 
X.Y 

+ 

+ 

where <5 = ji + H + ji + R + X + Y. The phase 
factor comes from changing the signs at two nodes. 
Since these triangular diagrams are 6-j symbols, we 
have [by replacing the rectangular diagrams in Eq. 
(16) with the last expression] 

.44 = ! [X][Y]( _l)d{ j; ·f X}{ ·i 
·f :.} 11 

j~ ~: 
11 

X.Y 11 11 11 11 

{"i ·f Y}{j~ ·f 
x .12 .12 12 

'2 '2 n '2 '2 
.~,} 

12 

x 

tym, .. 1 1 2 2 

LY"I 

x 

(17) 

We now want to evaluate the sum over the m's. This 
sum can be written in the following form: 

y 

This can be written as 

![Z] X 
z 

x 

y 

This diagram can now be cut along the three lines 
labeled X, Y, Z to get 

! [Z] 
Z 

X (-1)x+Y. 

The phase factor comes from changing the signs on 
two nodes at the left hexagon. These hexagonal 
diagrams are 9-j symbols. Writing these out, we see 
that the above expression becomes 

{
'2 Y 

I [Z]( -1)X+Y +Z+mz 1 Z 
Z.mz 

'1 X 

X (:Z : ;,,). 
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We can now permute the columns of the 91 symbols 
and reflect along a diagonal to give another factor of 
(_I)x+Y+z, finally getting 

{

X Y Z}2 
z~}Z]( _l)mz 11 12 1 

11 12 1 

x (Z 1 
mz y ;,)(-:z y'" 

Plugging this expression back into Eq. (17) gives 

:r 
;,,). 

(18) 

When we put in the factors of h( ) from Eq. (12b) and 
..44 into A4 , we will arrive at the same expression for 
P2 (i - f) that we originally obtained algebraically in 
Paper I. We will not write this out in detail, but we 
can check the phase. Algebraically we arrived at the 
over-all phase (_I)it"+i2"+h n'+i2"'+x+y. Now graphi
cally (with the phases from the h's) we get 

( _l)x+Y +hi+i1'+i,i+i.' 

X (_1)h'+il"+i1"+ i1i+il i+i,"'+i1"'+i.f 

= (_1)X+Y+h"+i2"+il"'+i2"'. 
So the phases check. 

We have derived the same expressions for the first 
and second Born approximations without pulling any 
punches. It is always possible to do the necessary 
manipulations algebraically, but it can be very compli
cated and difficult at times. Graphical methods provide 
a rapid and efficient way of handling angular momen
tum coupling of any complexity. It is worth noting that 
the phases can also be derived graphically, as we did 
above. 

ID. GRAPHICAL METHODS AND THE 
nth-ORDER BORN APPROXIMATION 

We can at least formally write out an expression 
for the general nth-order Born approximation with 
a multi pole potential in the impact parameter frame
work. As we shall see, it may be possible to compute 
efficiently some terms of order higher than second. 
The problems involved are essentially twofold: the 

angular momentum algebra and the Born integrals. 
One must also be able to treat the mixed terms or 
interference terms between different orders in the 
Born series expansion. We shall show how a general 
formalism can be set up and how one may compute 
these terms up to perhaps third or fourth order. The 
angular momentum algebra will be treated first, 
followed by methods of evaluating the Born integrals. 

First we write out an expression for the Born 
expansion of the S matrix9

: 

(19a) 

where 

Sp = f:: P(t1) dt1f~p(t2) dt2 •• ·f:-1p(tp) dtp. 

(19b) 
We are in the interaction representation, hence 

V(t) = eiHot/tV(t)-iHot/t, (19c) 

where V(t) is the intermolecular potential and Ho is 
the unperturbed Hamiltonian.! S p is an operator above. 
If Sp is put into matrix form, the initial and final 
states will be connected through p - I intermediate 
states. The states are In!), In2), .•. , Inp -1), where In) 
was defined in Sec. II. The matrix elements of Sp are 

(fl So Ii) = (fIlii) = bit, 

(fl S1 Ii) = I I (fl 'Tz-y Ii) 11(1, y), 
I y 

(fl S21i) = I I I (fl 'Tz-y In1)(n11 ~Lylli) 
/,1'y.y' n 

X 12(1, 11, y, y!), 

(20a) 

x (n21 T l Ly2 Ina) 

x··· x (np-11 T1P-l_ yp-1 Ii)/p({I,y}), 

(20b) 
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and 
eiWn,n,ty; (0') 

f l (t) - Iy 
Y.n.n· - (b 2 22 !</+11 ' + v t) 

where 

h'wn.n·(ln) - In'» = Ho<ln) - In'», 

417(- 1Y2( 417(21 + 1)! )t 
IXI = [1] (211 + 1)! (212 + 1)! Q

1
1Qlz' 

Ho , Ql1, and QZ2 are, respectively, the unperturbed 
Hamiltonian and the electric quadrupole moments 
of order 11 and 12 , Papers I and II describe II and 12 

in detaiU·10 When the sum over the l's is performed, 
we mean to imply a summation over 11 and 12 as 
well. This is needed in order to consider the general 
multi pole potential 

Vet) = I Vz(t), 1 = 11 + 12 , 
1 

In practice, this sum will be taken up to some value 
Imax. 

The transition probability is written as 

(21) 

The summation is over initial and final projection 
quantum numbers. We want to examine this sum in 
detail. First note that, since T zy is a spherical tensor 
operator,3.7 

(nl ~y In' )* = (-1)1 (n'l ~_y In). 

This means that the complex conjugate matrix 
element can be written as 

(fl Sp·1 i)* = I II (illl-y I iii) (iii I 111_11 lii2) 

l's 1t 8 n's 

We have made use of the fact thatl YZy(O) == Yly(O, 0) 
is real. This implies7 Y~(O) = Yz_y(O) ( -1)1 = 
Yz/O). Substituting Eqs. (20a) and (22) into (21), we 
arrive at the expression for the transition probability, 

P (i --+ f) = ~.~ ~ ~ 1'~11 I'~'/ ~T+P'(f' ~-y In1) 

X ..• X (np_11 T"P-l_l-1 I i) (il 71-1 I iii) 

li{l, y, n})lp~({i, '9, Ii}) 
X . Umjn (23) 

This expression includes all the cross terms between 
the different orders of perturbation theory. Now we 
focus on the summation over all the projection 
quantum numbers in Eq. (23): 

(u{]um-1 I I I (fl ~-y In1)(n11 Tz'-yt! n2) x .. · 
qq 1'1;1'11 1'2;1'2' 

(24) 

If each matrix element is considered a link in a chain, 
then this sum is a closed chain (note that the state 
If) is on the right and left ends in the sum). This 
observation leads to the basic structure of the graphi
cal representation in Eq. (24). Without any loss of 
generality, we will change notation a little and con
sider the more symmetric sum 

There are r matrix elements in the sum. In Sec. II 
A2 and A4 were considered for the first and second 
Born approximations, respectively. Again note that 
the sum in Eq. (25) is over all projection quantum 
numbers. 

Now the task is to express Eq. (25) graphically and 
evaluate it in some convenient form. This is done by 
building up the diagram from the basic matrix 
element in Eq. (12): 

.nj n' .nj n' 
J I ql' II q J 

I 

+ 

jy 
1, 

x 

+ 
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Using this, we see that Ar becomes 

\ 

where 

\ 
\ 

"-
"'-
" 

+ 

- / 
./' 

, (26) 

Equations (13) and (15c) are special cases of Eq. (26). Each of the open lines couples with a tensor operator 
YZi,yi(Q), j = 0, 1,"', r - 1, in the Born integrals. We want to concern ourselves with the circular 
diagrams Ar • We shall follow the procedure outlined in Appendix A. The two outer circles can be "pinched" 
together in the following fashion: 

+ 

r 

Ar =! II [Xi] 
X's i=l 

\ 
\ 

"-
" 
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In this form the diagram can be split into pieces. Note that each diamond-shaped piece can be con
sidered to have three open lines connecting it to the remaining portion of the circle (including lines like 
ly). Since each diamond figure is in normal form, it can be split out: 

X'si=l 

\ 
\ 

"-
" 

This can be continued around the circle until all the"diamonds" are split out. Each of the split out groups can 
be deformed to a symmetric diagram, a 9-j symbol: 

+ I, 
X (_1)1.+i.n1+i.n.+I+Xl+X. 

r X2 

:,}< _l)x, +x ""+" ",.", = j~l '''' 12 ... -
j~l j~' 11 

r X2 

:} _I)"·'.,· .... ,·. = j~l '''. 11 
+ .0, 

J2 j~l '''' l2 12 
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Using this result, we see that Ar becomes 

(27) 

where nr+l == nl and Xr+l == Xl by definition. The 
circular diagram that remains is a product of 3-j 
symbols, each of which has one free index Ijyj, 
j = 1, 2, ... , r - 1. This diagram is not a generalized 
Wigner coefficientS as defined by Yutsis et al. This is 
true since the number of contracted angular momenta 
is not minimal. By using Eq. (35) in Appendix A, 
expressions can be derived for AT which have a 
generalized Wigner coefficient for the remaining open 
diagram. This would have three fewer dummy angular 
momenta (Xl' .. X T- 3), but it would be less symmetri
cal. 

We have now reduced AT to a useful expression. 
The 9-j symbols are not too difficult to handle. The 
triangle condition on the arguments in the 9-j symbols 
reduces the number of terms in the summation over 
{Xi}' Now we substitute Eq. (27) into Eq. (26) to get 

1 r r-l 

A = -- '" II II h(lk n n) r [ 'i)[ 'i) £.., . ' k+l, k+2 It 12 ""s .=1 k=O 

Xi+l /H} 
jfi+1 li-l 

j;i+l l~-l 

If Eq. (28) is applied to the first or second Born 
approximation, the results wilI not appear like the 
ones derived in Sec. I or Paper J.1 However, both 
results are equivalent; appropriate manipulation of 
the diagrams or symbols will show their equality. 
For the general case we have derived a formula which 
applies to all orders of perturbation theory. It may 
well happen that, for, say, the third Born approxi
mation, a more convenient expression exists than 
our general result. One can endlessly manipulate the 
diagrams to any desired form in a particular case. 

The remaining problem is ·to calculate the integrals 
1'J)({/, y}) in Eq. (20b). It is possible to obtain asymp
totic forms for these integrals in the limits W n .n, -+ 0 
and W n •n • -+ 00. This is done by looking at the 
asymptotic form of the integral 

fJ~.n.n.(t') dt'. 

However, we would like a more general result for all 
W n•n,. The basic problem with these integrals is their 
rapidly osciIIating integrands. Ordinary quadrature 
procedures will not work with such integrands. 
However, we have found two possible approaches: 
the one considered in Paper F for 12 and an extension 
of methods used by Griem et al. l1 

In Paper I we approximated the smooth portion of 
the integrand by a sum of exponentials in time. The 
smooth portion ofli,n,n,(t) can be expressed in terms 
of (1 + Z2)-k-!, z = vt/b. v and b are the relative 
velocity and impact parameter, respectively. This 
function is replaced by 

p' 
(1 + z2rk-! ~! Cp(k)e-Plzl. 

P=l 

P* ~ 10 for a good fit. lO The coefficients Cp(k) are 
determined by requiring the functions to be equal 
at several points. The remaining integrals can be done 
analytically, and the results are quite accuratelO (to 
~ 1 % or so) for O::S;; x ::s;; 10 or 15 with 12 , 

Griem et al. ll evaluated integrals similar to 12 by 
obtaining the real part of 12 and expressing the 
imaginary part in terms of a principal value integral 
over the real part. This procedure can be extended to 
obtain the integrals I'J) by a recursion procedure. The 
method is based on the fact that we can get the real 
or imaginary part (not both) of the pth-order integral 

(28) in terms of all p - 1 lower-order integrals. Cauchy's 
integral theorem12 can then be applied to get the 
remaining real or imaginary part. The complex con
jugate of I'J) will be needed to show that the real or 
imaginary part can be obtained from lower-order 
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integrals. First consider that 

e-iWnn'tY, (0) 
f* (t) - ly 

y.n.n' - (b2 + v2t2)t<Z+1) 

since Yzy(O) is real (the azimuthal angle is taken as 
zero). Also note that 

f:n,n.( -t) = (-1)1+:!y.n.n,(t). 

This follows from the properties of the associated 
Legendre polynomials. Now let {ti } -+ {-ti } in 
I:({l, y, n}). This gives 

I:({l, y, n}) = (-1)P IT (Xli( _1)(lI+y
l) r-oof~.f.n1(tl) dtl 

j=O J+oo 

(29) 

Note the change in sign on the lower limits of the 
integrals. This integral can be rewritten by using the 
relation 

Jt J+oo Jt 
+00 = - -'" + -00' 

Equation (29) now becomes 

l:W, y, n}) 

x [(f: -L+00"')f;:.n1.n2(t2) dt2] 

X ..• X [(f~'- L+ooOO)f~~=~.nv-"i(tP) dtp} (30) 

It is useful to define two quantities to see the structure 
of Eq. (30): 

Ai and Hi are to be interpreted as integral operators. 
With these definitions, Eq. (30) becomes 

p-l 

I:({l, r, n}) = (_ly-l II oczi(-l)(ll+y/) 
j=O 

X L+oooo/~.t'nl(tl) dtl il (Ai - Bi)' 

There is one term in the product of i that can be 
written as IIf=2 Ai' This term gives rise to 1:J)({I, r, n}) 

again. Hence, 

I:({l, y, n}) 

= (-1)O~+lIvC{l, y, n}) 
:J)-l f+oo p 

+ ( _1)'~'+1 Po (XII -00 1;.t,n1(t1) dtl rr (Ai - Bi ), 

where 
p p p 

IT' (Ai - Bi) = II (Ai - Bt) - IT Ai 
i=2 i=2 i=2 

and 
p-l 

~p = L (li + yj + 1). 
i=O 

Rewriting again, we arrive at 

{Re} IvC{l, y, n}) 
1m Op 

p-l 1+00 p 

= -! !! (Xlk -00 f~.t.n1(tl) dtl !I (Ai - Bi), 

where 

{
Re} {Re, n even 
1m n = 1m, n odd. 

(31) 

This is our desired result; the real or imaginary part 
of Ip({l, y, n}) can be obtained depending on whether 
bp is an even or odd integer, respectively. The right
hand side is a sum of products if Is, where s = 
I, 2, ... , p - 1. So, if we have the integrals up to 
order p - I, then the real or imaginary part of I" is 
determined. This is the key that allows us to get the 
Born integrals by a recursion procedure. There still 
remains the problem of getting the remaining real or 
imaginary part of Lp . 

The integral I" can be considered to be a function 
of the p-independent frequencies wtn" W",,,,,"', 
w"P-l i and the impact parameter and velocity. Byan 
appropriate change of variables, the integrand can be 
made a function of the dimensionless independent vari
ables ZI = wt",v/b,Z2 = wn1n.b/v, ... ,z,,= W np_1ib/v. 
Suppose we remove the independence of all the {zi} 
and define the dependent variables 

Zl = ZI, Zi = -Zl/(P - 1) + Pi' i = 2, 3, . " ,P, 

where the Pi are treated as constants. There is a reason 
for doing this. Using the above definitions and the new 
dimensionless time variables Xi = tiv/b, i = I, ... ,P, 
we see that the exponential in the integrand of I" has 
the form 

exp (i'i;X;Zj) 
,=1 

(
iZl[(X1 - X2) + (Xl - Xa) + ... + (Xl - XM»)) = exp ~ 

(p -1) 
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z· ( 

FIG. 1. z/ is plotted as a function of ZI for various PI values. 

Now consider Zl as a complex variable with 1m (Zl) > 
O. Then eiZ l("'l-"'/)/('P-I) ~ 0 as /Zl/ ~ 00, 1m (Zl) > O. 
This follows since Xl ~ Xi or (Xl - Xi) ~ O. We had 
to sacrifice the independence of the {Zi} to get this 
result. This is not a serious problem since the {Bi} 
can be varied independently. Figure 1 shows how z, 
and Zl are related for different values of fl; (Zl and 
Zi are real here). 

In Appendix A we show that I p(Zl) is analytic in 
the upper half-plane. Now the results in Appendix C 
can be applied to Ip(zl)' The two Hilbert transform 
relations in Eq. (CS) can be combined to form 

{ Re } 1 J+oo 1 {Re} Ip(zl) = - P -,-- Iiz{) dz~. 
- 1m .JV+l 7T -00 Zl - Zl 1m "v 

(32) 

So we now have the remaining part of I'P(zJ. Note 
that I'J)(Zl) is still a function of {fli}' The question is 
how accurately can the principal value integral be 
evaluated. The integral in Eq. (33) will show what is 
required: 

J
+a fez) dz 

P --. 
-a Z 

(33) 

The singularity in a principal value integral can always 
be isolated, as in the above integral. The remaining 
integrals from - 00 to -a and a to 00 have no 
singularities and are well behaved [assuming fez) is 
well behaved]. These integrals can be handled by 
appropriate quadrature methods. Now consider the 
integral in Eq. (33). First note that 

j+a dz 
P -=0. 

-a Z 

Hence, 

P L:af(Z~ dz = p L:a fez) ~ f(O) dz 

_J+a fez) - f(O) 
- dz. 

-a Z 

The last step follows since as,z ~ 0, 

fez) - f(O) ~ 1'(0). 
z 

We assume limf'(z) as z ~ 0 is well behaved (Le., 
finite). This procedure essentially removes the singu
larity at the origin. However, we now need the 
derivative at the origin. This could be a problem 
since fez) will be a numerical function in general. 
This implies that eventually the recursion procedure 
for I'J) will break down. The inaccuracy of the numeri
cal function will not allow the determination of its 
derivative. However, with the usual quadrature 
methods it should be possible to calculate the third
or fourth-order integrals before numerical instability 
sets in. 
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APPENDIX A 

In Sec. I we derived the 1-, 2-, and 3-line cutting 
rules [Eq. (11)]. We would now like to consider the 
general n-line cutting rules. These rules are used in 
handling the general Born term. Yutsis et af.3 derived 
an n-line cutting rule by using the properties of 
generalized Wigner coefficients. We shall use Eq. (11) 
to derive the general case. 

With the help of Eq. (3c) the general block with 
n-lines can be written as 

A 

F.J.= 
~----~----------------~~ 

= ! [Xl] ... [Xn-d 
{X;} 

m 
n n 

(Ala) 

~ 
~. 

(Alb) 
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This may require other "dummy" angular momenta besides {Xi}' but they will be hidden in the blocks 
{Ai}' Now repeatedly apply the 2- and 3-line cutting rules in Eq. (II b) and (Hc) to obtain 

FA =(1}Xz]'" [Xn- 2] ~l Q2 ----- ~n_l @'n 
'1 j<) • 

. -. I n _ 

:j _ X2 ~\-2 _ jn n 

Note that there are (n - 3) "dummy" angular 
momenta {Xi}' The remaining open diagram is a 
generalized Wigner coefficient. 8 It is possible to 
derive other cutting rules which end up with different 
generalized Wigner coefficients by breaking up FA in 
a different fashion; i.e., 

FA = .2 [Xd' .. [Xn-lJ X 
{Xt} 

(A3) 

It is interesting to note that repeated application of 
Eq. (11 b) on the closed diagrams in Eq. (A2) will yield 

FA = I [X 2]'" [Xn- 2] 
(X;) 

x A 

X
n

_
1 

.. I ~ Xp_2 

I
n

_
2
m

n
_

2 

(A2) 

We would now like to consider a cutting rule that 
does not end up with generalized Wigner coefficients. 
Again, with the help of Eq. (3c), FA can be written 
as 

FA = I [Xl]'" [Xn] 
{X;} 

x X 
n 

An • (AS) 

This construction may seem artificial, but it arises 
quite naturally in treating the general Born terms. 
Repeated application of Eq. (1 Ic) yields 

FA = I [Xl] ... [Xn ] X 
(Xii 

>, A-,~----[1 
W '\~r), 

+ t 

Although there are n "dummy" angular momenta in 
Eq. (A6), the resulting open and closed diagrams are 
more symmetrical than the ones in Eq. (A2). The 
methods leading to Eq. (A6) were used in Sec. III to 
derive Eq. (28). Finally, note that by applying Eq. 
(11 b) to Eq. (39) we obtain 

A' 

(A7) 

~-:-:-IH-f>-- - - - - - ----
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APPENDIX B 

We want to look at the analytic properties of [1>(Z1) 

in the upper half-plane. It is clear from its integrand 
that [11(ZJ -? 0 as IZ11---+ 00, 1m (zJ ~ O. In fact, it 
goes to zero as Z~-11 -1 (this can be seen by integration 
by parts). We want to show that [11(Zl) is analytic in 
the upper half-plane. To do this, consider the Taylor 
expansion about .il = iiI + iV1 , VI ~ 0: 

where 

<Xl l~(zl) _ n 
liZl) = I-- (Zl - Zl) , 

n=O n! 

dn 
In(z ) - - I (z )1 

11 1 - d n 11 1 Z1=.' • Z1 

We will show that this is a convergent series. [11n (Zl) is 

1~(z1) 

= ( -i )"f+oof"'1 .. ·f"'P-1dX1 ... dX
11 (p - 1) -00 -0() -0() 

where 

X [(Xl - x2) + ... + (Xl - x 11W 
X IX~(X1) I ... IX~:=~(X11) I· 

dX11 

It is clear that X;(x) dies off as x ---+ 00. At some value 
X, the function Ix~(x)1 will be a maximum. Hence 

11-1 I ;;n 1+ 00 

11~(zl)1 ~ IT IX;I(xi+l)I-:;; e-V1
." I x;(x1) I dX 1 

1=1 OV1 -00 . 

Note that Ix;(xJI is still in the integrand. Performing 
the remaining integrals, we get 

1>-1 (p _ 1 )1>-1 On 1 
11:(2'1)1 ~ IT Ix;:(xH1)1 ( 1)' :.:1-" -1>-1 

1=1 P - . VV1 VI 

This last integral is clearly convergent to some finite 
number. After taking the indicated derivatives, we 
finally arrive at 

where 

1 (p - 1)1>-1 
T(p) = Vr-l (p _ 1)! (p _ 2)! 

It is clear that 11;(zl)1 exists and is finite for VI > O. 
Now we get for the Taylor expansion of 1/11(zl)1 

'T(p)(p - 2)1 vr-1 

= 
(VI - IZ1 - Zl\)11-1 

This series is convergent for p > 2 and IZ1 - zll < VI' 
We can vary Zl in the upper half-plane and conclude 
that the Taylor series for ]1>(Z1) is convergent within a 
circle centered about Zl and just touching the real 
axis. This implies that 111(z) is analytic12 in the upper 
half-plane. 

APPENDIX C 

We would like to develop some integral relations 
known as Hilbert transforms or dispersion relations. 
These relations are discussed in detail in several 
sources.13 Consider the functionf(z) to be analytic in 
the upper half-plane with the property fez) -->- 0 as 
1m (z) -? 00. Also assume that fez) has no poles in 
the upper half-plane. This last assumption is not 
necessary, but the case of interest in this paper has 
this behavior. 

Direct application of Cauchy's integral theorem12 

for a point z interior the closed curve C in Fig. 2 gives 

z - _1_ i fez') dz' 
f( ) - 2 . C ' 

7T1 Z - Z 

Now let the radius of the semicircle in Fig. 2 go to 00. 

The contribution to the integral along the circular 
arc'goes to zero. Hence, 

27Tif(z) =J+oo f(~') dz', 1m z > O. (el) 
-00 z - z 

Suppose z approaches the real axis from above. Let 
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ImZ' 

ReZ' 
----~---------r--~----~----~ 

FIG. 2. The curve C is indicated in the complex z' plane. 

z ->- Z + iE, where z is now real and 1£ ->- O. Note that13 

lim 1 . = P _,_1 - + i71'd(z' _ z), (C2) 
£-+0+ z' - Z - IE Z - Z 

where P denotes the principal value when the appro
priate integral is taken. The principal value integral is 
defined as 

pf+oo fez) dz = lim (f-£ fez) dz +100 fez) dZ). 
-00 Z £-+0+ -00 Z £ Z 

Now we apply Eq. (C2) to the integral in Eq. (CI): 

. J+oo fez') dz' J+oo fez') dz' 
lIm = P + i71'f(z). 

£-+0+ -00 (z' - z - iE) -00 (z' - z) 

Combining Eqs. (CI) and (C3), we get 

- i f+oo fez') dz' 
fez) = -- p 

71' -00 Z' - Z 

(C3) 

(C4) 

Now we take the real and imaginary part of this 

equation to get the Hilbert transform relations 

1 f+OO Imf(z') dz' 
Ref(z) = - p , , 

71' -00 (z - z) 

1 f+oo Ref(z') dz' 
Imf(z) = - - p , 1m z = O. 

71' -00 (z' - z) 
(C5) 

These are the relations we set out to derive. The real 
and imaginary parts of an analytic function are not 
independent. 
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The algebraic classification of the Weyl and Ricci tensors and the relation between them in a Riemann 
sp~ce with. a? isometry gr~up possessing a nontrivia.l isotropy group are reviewed. All metrics with 
Mmkowskl slgnatu~, mvanant under a 3-parameter Isometry group with 2-dimensional orbits having 
nondegenerate metClcs, are constructed from the group properties and are shown to have Ricci tensors 
with a double eigenvalue, and the orbits are shown to be surfaces of constant curvature. The null orbits 
are shown to have a triply degenerate eigenvalue of the Ricci tensor. The various additionally degenerate 
metrics are classified in further detail, extending the work of Plebanski and Stachel. 

1. INTRODUCTION 

The algebraic classification (in the tangent space at 
a point of a Riemannian manifold) of the geometrical 
objects describing the gravitational field has become 
a convenient tool both in the search for exact solutions 
of Einstein's equations and in attempts at their 
physical interpretation.1- 3 The quantity best charac
terizing the gravitational field, the Riemann tensor, 
may be decomposed into objects belonging to various 
irreducible representations of the homogeneous 
Lorentz group: D(2,0) + D(O,2) (Weyl conformal 
tensor), D(I, 1) (traceless Ricci tensor), and D(O, 0) 
(curvature scalar). Most attention has been devoted to 
the classification of the Weyl tensor, but, recently, 
earlier investigations into the algebraic structure of the 
Ricci (or Einstein) tensor have been resumed. 

In general, one would expect neither a partial nor a 
complete coincidence of the algebraic structures 
(eigenelements) of the Weyl and Einstein tensors 
corresponding to a metric. However, if the metric 
allows a group of isometries, the situation changes. 
The nature of the subgroup acting in the tangent space 
at a point, the isotropy group, then plays a key role in 
connecting the classifications of the Weyl and Ein
stein tensor.4 

After a review of the classification of the Weyl and 
Einstein tensors in Sec. 2, we combine the considera
tion of the local algebraic classification with that of the 
global action of the group ofisometries for a discussion 
of the relation between the isometry group and eigen
structures of the Weyl and Einstein tensors in Sec. 3. 
In Sec. 4 we apply the classification scheme to all 
metrics allowing a 3-parameter Lie group with 2-
dimensional orbits. Their Einstein tensors will be seen 
always to have one double eigenvalue for the orbits 
with nondegenerate metric and a triple eigenvalue for 

the null orbits. The various further degenerate sub
classes of the Einstein tensor with two distinct double 
eigenvalues or with one quadruple eigenvalue are 
classified in detail in Sec. 5. A concluding section dis
cusses the outlook for further applications of this 
classification method. In three appendices we describe 
the method of constructing the nondegenerate metric 

. on the orbits directly from the Killing vectors, give the 
finite equations of the five different isometry groups 
which occur, and list the Einstein tensors for the 
canonical forms of various metrics appearing in the 
text. 

2. REVIEW OF ALGEBRAIC CLASSIFICATION 

A. Classification of the Weyl Tensor 

Among various methods of classifying the Weyl 
conformal curvature tensor, one simple approach 
treats this tensor as a mapping of the space of bi
vectors onto itself. Because of the isomorphism be
tween this Klein space and a 3-dimensional complex 
vector space with Euclidean metric, the classification 
task can be formulated as an eigenvalue problem for a 
complex, traceless 3 x 3 matrix (matrix method).5 
The decomposition into the various cases of distinct 
eigenvectors and eigenvalues leads to the; Penrose 
diagram of Petrov types3 •6 (Table I). To a triplet of 
distinct eigenvectors in complex 3-space (non de
generate Weyl tensor), there corresponds a tetrad of 
principal vectors in the tangent space of the Rieman
nian manifold. For the nontrivial degenerate types the 
eigenstructure of the Weyl tensor consists, in case D, 
of two orthogonal 2-flats (spacelike and timelike, 
respectively); and, for case N, of two orthogonal null 
2-flats with a common null direction. Jordan, Ehlers, 
and Kundt' have given a refinement of the Penrose 

3358 
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TABLE I. Penrose diagram. 

- - - -~ number of distinct (complcx) 
--+ order of minimal cQuation } 

linearly independcnt ci.cnvcctors along arrow 
...... ~ number of (complcx) cilCnvalucs 

diagram by considering the degeneracies that may 
occur separately in the real and imaginary parts of the 
three complex eigenvalues, which correspond to four 
distinct real eigenvalues in the non degenerate case. 

B. Classification of Einstein (or Ricci) Tensor 

Here one has to deal with the eigenvalue problem 
of simultaneously transforming two indefinite quad
ratic forms into Jordan canonical form. 2•8 A more 
geometrical approach to the same problem was 
followed by Churchill.9 The results of such a classi
fication may be put into a form analogous to the 
Penrose diagram (Table II). The line 1--+ D --+ DD 
D D D characterizes an Einstein tensor with two orthog
onal eigen-2-flats (spacelike and timelike, respec
tively) without null eigenvectors. For the arrow 11--+ 
N -+0 NNn , the timelike invariant plane contains a 
double null eigenvector; for the arrow III --+ NNm 
there exists an invariant null plane with a triple null 

TABLE II. Classification of Einstein tensor. 

1"~4 

/\\ 
11· ................ 0 .. ~3 

/ \\ /\\ 
Ill···· .. ·· .... ··· N ............... DO ··~2 

/ \, / '\, /"\ ./y.···········/lp ··········IN~1 ....... O/,~I 
4 3 "2 2 ~3 I 4 

~ order of minimal equatiOD} 
...... -~ number of ciacnvcctors aloDg arrow 
...... ~ number of oi.onvalucs 

TABLE III. Comparison of Plebanski types with types of Table 
II. Explanation of Plebanski's symbols (see Ref. 10 for more 
details): The symbols T, N, and S are used if the eigenspace of 
an eigenvalue contains a timelike eigenvector, no timelike but 
a null eigenvector, or only spacelike eigenvectors, respectively. 
Z, Z refer to the eigenspace of a pair of complex conjugate 
eigenvalues. The subscripts refer to the power to which each 
factor is raised in the minimal equation of the matrix of this 
type. 

This paper 

I 

II 
III 
D 

DD 

DDD 
N 

Refs. 10, 14 

eigenvector. In contrast to the Penrose diagram of 
Table I, the more degenerated types may be reached 
only along the broken arrows (oo -~). Plebanskjlo and 
Petrovll have given a more detailed refinement of this 
classification, taking into account the various possi
bilities for nonnull eigenvectors. This refinement 
corresponds to the refinement of the Penrose diagram 
mentioned at the end of Sec. 2A. Table III connects 
this diagram with that given by Plebanski. 

3. ISOTROPY GROUPS AND ALGEBRAIC 
CLASSIFICATION 

A group of isometries leaves invariant the first 
fundamental form and all tensors constructed from 
this metric, such as the curvature tensor and its co
variant derivatives, the Weyl conformal tensor, etc. 
We assume the group ofisometries to be an r-param
eter Lie group Gr. The orbit (or minimal invariant 
variety) of a point x on the manifold is the set of all 
points into which it is mapped by the group operations. 
That subgroup of Gr which maps point x into itself is 
called the isotropy group (or subgroup of stability), 
I. of x, where s is the number of parameters of the 
isotropy group. We shall assume that all points in the 
region under consideration are regular so that s is 
the same for each point.l2 The orbits are isomorphic 
to the factor manifold GrII. of Gr, modulo the isotropy 
group I •. Consequently, the dimension q of the orbit 
is connected to rand s byl.12.13 

q = r - s. (3.1) 
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The isotropy group Is of a point x induces a group 
of mappings of the tangent space of x into itself, 
which must thus form a subgroup of the proper homo
geneous Lorentz group. As it leaves both the physical 
components of the conformal and the Einstein tensor 
invariant, the eigenelements of both tensors are like
wise preserved.13 By virtue of the nature of the eigen
elements described above (Sec. 2), the following 
theorems hold. 

Theorem 11.4.7.13: A type I conformal tensor allows 
at most a discrete isotropy group 10 , D and N fields 
have s :::;; 2, the 2-parameter groups 12 acting within 
the eigen-2-flats. In the case of Petrov type 0 (vanish
ing conformal tensor), the isotropy group may be the 
full homogeneous (proper) Lorentz group. 

Since the Einstein tensor has at least one invariant 
plane,9 one sees similarly the following. 

Theorem 2: A nonvanishing Einstein tensor allows 
at most a 2-parameter isotropy group. An Einstein 
tensor of type I allows at most an 10 , an Einstein 
tensor of type II or D allows at most an 11' 

Together, Theorems I and 2 lead to compatibility 
conditions between Weyl and Einstein tensor type. 
Theorems along such lines have recently been proven 
by Cahen, Debever, and Defrise4 and Cahen and 
Defrise14 for vacuum metrics. 

Under the assumptions of constancy of the Petrov 
type throughout some region of space-time and the 
existence of a nondiscrete local isotropy group for 
each point of a region, Cahen, Debever, and Defrise 
give the following expressions for the admissible Ricci 
tensors4. 

Petrov type D: 

RaP = tRg"p + akakp + bmamp 

+ 2c[k(amp) + t(aip)]; (3.2) 

Petrov type N: 

RaP = tRgaP + ak"kp + 2b[k(amp) + t(aip)], (3.3) 

where (k, m, t, f) form a null tetrad (or Sachsbein) in 
the tangent space. By comparing Eqs. (3.2) and (3.3) 
with the normal forms of the traceless tensor Uap = 
RaP - iRgaP given by Plebanski,IO we conclude that, 
under the above assumptions, only the following 

ChurchiIl-Plebanski types may occur. 

Petro v type D: 

[Z - Z - 2S][I-I-I]' [T - 2S1 - S2][I-I-I]' 

[2N - 2S][2_1]' [4N][2]' [4T][1]' [2T - 2S][I_I]; 
(3.4) 

Petrov type N: 

[3N - S][2-1]' [2N - 2S][2_1]' [2T - 2S][1_1]' 

[4N][2]' [4N][3l' [4TJ[I]' (3.5) 

Of course, this list of possible types may be further 
restricted by additional symmetry assumptions. The 
types actually occurring among the metrics we discuss 
in the next section will be found by direct inspection. 

4. METRICS ADMITTING A 3-PARAMETER 
GROUP OF ISOMETRIES WITH 

2-DIMENSIONAL ORBITS 

Plebanski and Stachel15 recently discussed the 
classification of all metrics with spherical symmetry, 
i.e., with a 3-parameter group of isometries having 
2-dimensional spacelike orbits. We shall generalize 
this work by discussing the classification of metrics 
with 3-parameter isometry groups having 2-dimen
sional orbits, which may be spacelike, timelike, or 
null since the metric is of Minkowski signature. The 
isotropy group belonging to a G3 with two-dimensional 
orbits must be a I-parameter group, by Eq. (3.1), and 
it must induce a subgroup of the proper homogeneous 
Lorentz group in the tangent space at each point of the 
orbit. This means that the isotropy group must induce 
a I-parameter group of pure rotations in the tangent 
space of the spacelike orbits, special Lorentz trans
formations in the tangent space of the timelike orbits, 
and of null rotations (singular Lorentz transforma
tions) in the tangent space of the null orbits. 

The existence of such an isometry group imposes 
restrictions on the algebraic structure of the conformal 
and Einstein tensors. Applying the results of the pre
vious section, we see that the Petrov type can be only 
D, N, or O. (We shall treat 0, in the following work, 
as a degeneracy of D or N) The Churchill-Plebanski 
type of the Einstein tensor is restricted to at most those 
types given in Eqs. (3.4) and (3.5) . 
. The nonnull orbits have a 2-dimensional metric 
structure induced on them by the metric of the 4-space, 
definite for the spacelike orbits and indefinite for the 
timelike orbits. In either case, since the group of 
isometries induced on the orbit is maximal, the spaces 
must be of constant (positive, negative, or vanishing) 
curvature. (For definite metrics, this result goes back 
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TABLE IV. G3's with 2-dimensional orbits. 

Space-time character 
IX VIII VII VI II Isotropy group of orbit and sign of 

curvature (q = 0) (q = -1) 

+1 X 

spacelike -1 X 

0 X 

+1 X 

timelike -1 X 

0 

null 

to Bianchj16; for indefinite metrics it is given by 
Eisenhart.12) 

Bianchil7 has classified all real 3-parameter Lie 
groups into nine types, for each of which a canonical 
form for the commutation relations of its generators 
may be given (see Appendix A for details). One may 
now see which types are compatible with the character 
of the orbit (spacelike, timelike, or null) and with its 
curvature (positive, negative, or vanishing). The 
results of such a study, which is discussed in Appendix 
A, are given in Table IV. 

Canonical forms of the metrics for the nonnull case 
may be obtained in the following way: We first solve 
the commutation relations of the Lie algebras to get 
the three Killing vectors. The metric on the orbit is 
then constructed from the Casimir operator quadratic 
in the infinitesimal operators. We then add two 
further generators commuting with the Killing vectors 
in order to build up the full 4-dimensional metric. 
The only additional requirement needed is that the 
Lie derivative of the 4-dimensional metric be zero 

curvature 
of orbit 

+1 
-1 

o 

sin x3b; + cos X3 cot x2b; 
sin x3b; + cos x3 coth x2b~ 

b; 

rotation 
--

--
special Lorentz transformation 

X 

X null rotation 

with respect to the generators of the isometry group. 
(For details, see Appendix B.) 

We thus obtain the following canonical forms for 
the metrics. Although somewhat different, the canoni
cal forms given below (except for the null case) are 
equivalent to the corresponding ones listed by Petrov 
(Ref. 2, pp. 200-206). Other equivalent canonical 
forms for the metrics of Petrov type D are also to be 
found in Ref. 14. 

1. Space/ike Orbit: .xO = const, Xl = const 

We have 
ds2 = e2a(xO,xl)(dxO)2 _ e2P(XO,xl)(dxl)2 

- e2y(xO,xl)[(dx2)2 + ~?(x2)(dx3)2], (4.1) 
where 

I:(x2) = {s~~: X;2} for {~:~~:::} 2-curvature. 

1 zero 

The Killing vectors take the form 

cos x3b; - sin x3 cot x2b; 
cos x3b; - sin x3 coth x2b; 

-x3b; + x2b; 

(4.2) 

(4.3) 

2. Timelike Orbit: Xl = const, x3 = const 

There are two alternate forms in this case, resulting from different identifications of the timelike coordinate. 
The first metric is static: 

(4.4) 
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with Killing vectors 

curvature 
of orbit 

+1 

-1 

The second metric is 

sinh x°<5~ - cosh XO cot x2<5~ 

sinh x°<5~ - cosh Xo coth x2<5~ 

~" 
2 

~" 
3 

cosh x°<5~ - sinh Xo cot x2<5~ 

cosh x°<5; - sinh Xo coth x2<5~ 

(4.5) 

ds2 = e2y(xl,x3)[(dxO)2 _ ~2(xO)(dx2)2] _ e2P(X1,x\dxl)2 _ e2"(X1,Xa)(dx3)2, 

with Killing vectors 

(4.6) 

curvature ~" 
of orbit I 

+1 sinh x2<5~ - cosh x2 cot x°<5; 

-1 sinh x2<5~ - cosh x2 coth x°<5; 

In the case of zero curvature on the orbits, the Killing 
vectors are, for both canonical forms (4.4) and (4.6) 
(apart from signs), 

~" = 2-l ( -<5~ + <5~), ~"= 2-l(<5~ + <5~), 
I 2 

~" = 2-l[ -XO(<5~ + <5;) + x 2
( -<5~ + <5m 

a 
= X2~" - xO~". (4.8) 

I 2 

With the coordinate transformation 

l = 2-l (xO - x 2
), i = xl, 

l = 2-l (xO + x2
), i = x3

, 

we obtain from Eqs. (4.4) and (4.6) the simpler 
canonical form 

ds2 = 2e2Yhl,I/) dyo dy2 _ e2Phl,lI\di)2 
1 3 

- e2"(11 ,II )(di)2, (4.9) 

with the Killing vectors 

~" = <5;, ~"= <5~, ~"= x 2<5; - x°<5~. (4.10) 
I 2 a 

3. Null Orbit (see DefriseI8): xO = const, Xl = const 

We have 

ds2 = e2IX(X
O
,x

1
)[2 dxo dx3 _ (dX2)2 + a(xO)(x2)2(dxO)2] 

_ e2P(XO.xl)(dxl)2, (4.11) 

with Killing vectors 
o 

~: = <5~[bixO)x2 + cixO)] + b~Jx bk(y) dy, 

k = 2, 3, (4.12) 

~" ~" 
2 a 

<5" 2 cosh x2<5~ - sinh x2 cot x°<5; 

<5" 2 cosh x2<5~ - sinh x2 coth x°<5; 

(4.7) 

where bk has to satisfy the equation 

J
X
o 

db 
a(xO) biy) dy + ~ = O. 

dx 

Only two of the three arbitrary functions at, {3, and y 
of Eqs. (4.1), (4.4), and (4.6) are essential. This stems 
from the fact that every 2-dimensional Riemannian 
space is conformaUy flat. One may thus put Eqs. (4.1), 
(4.4), and (4.6) into the forms 

ds2 = exp 2OC(xO, xl)[(dxO)2 - (dXI)2] 

- exp 2y(xO, xl)f(x2, x3)[(dx2)2 + (dx3)2] (4.13) 

and 

ds2 = exp 2y(xl , x3)g(xO, x2)[(dxO)2 - (dX2)2] 

- exp 2P(x1, x3)[(dxl)2 + (dx3)2]. (4.14) 

We shall, however, in our further work use the more 
flexible canonical forms (4.1), (4.4), and (4.6). 

5. TWO DOUBLE EIGENVALUES AND 
QUADRUPLE EIGENVALUES 

All the Einstein tensors belonging to metrics with a 
Ga with 2-dimensional nonnull orbits have at least one 
double eigenvalue. The Einstein tensors of metrics 
with a Ga with 2-dimensional null orbits have a triple 
eigenvalue. We shall now study the degenerate cases 
in more detail. 

In order to obtain the condition for the occurrence 
of a second double eigenvalue for the nonnull orbits, 
we have to calculate the Einstein tensor corresponding 
to the canonical forms [Eqs. (4.1), (4.4), and (4.6)]. 
This is most easily done by means of the exterior 
differential calculus. The results are given in Appen
dix C. 
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A. Metrics With Gs With Spacelike Orbits 

For a metric with canonical form (4.1), a double 
root exists if and only if 

- ile-2« - p," e-2/l T 2fl e-(<<+fJ) 

+ (..E.... (e"+/l) ± ..E.... e2f1.)f1[3fI.-/l 
axo axl 

+ p,'e-r:-S/l(-.E.. (e"+P) ± -.E.. e2/l) = 0, (5.1) 
axl axo 

where y = log p,(XO, Xl). A dot denotes differentiation 
with respect to xO, and a prime denotes differentiation 
with respect to Xl. 

Four cases arise here: 

(1) the surfaces p, = const are spacelike; 
(2) the surfaces p, = const are timelike; 
(3) the surfaces p, = const are null; 
(4) p, is constant throughout the region. 

(I) If P, is a spacelike variable, we may set p, = Xl, 
in which case (5.1) reduces to 

-.E.. elZ+P = T ~ e2/l. 
axl axo 

(5.2) 

This is the same condition as the one given, for 
spherically symmetric metrics, by Eq. (4.5) of Ref. 15. 
We note, especially, that Eq. (5.2) is independent of 
the curvature of the orbits. Thus, the introduction of a 
null coordinate u by 

efl.+/l = au e2/l = T au (5.3) 
axo' oxl 

leads again to the canonical form 

ds2 = F(u, Xl) du2 + 2 du dxl - (Xl)2 dw2 , F > 0, 

(5.4) 
now, however, with 

(5.5) 

with ~ given by Eq. (4.2). 
(2) If P, is a timelike variable, we may proceed 

similarly or merely note that if F < 0 in metric (5.4), 
Xl is now a timelike variable; so we may use the same 
canonical form with F < O. If F were identically zero, 
this would make Xl a null variable, and we would get 
case (3) below. If there is a surface Xl = const on 
which F makes a transition from positive to negative 
values, then Xl is a null coordinate on this surface. 
This occurs in the case of the Schwarzschild and 
Vaidya metrics, for example. 

(3) If p, is a null variable, we may always choose 
IX = p, since any 2-space is conform ally flat, and 
rewrite the condition for p, to be null as (#.0)2 = 
(P,.1)2, so that p, = p,(XO - Xl) or # = p,(XO + Xl). 

Introducing u = 2-!(xO - Xl), V = 2-i (xo + Xl), we 
get ds2 = 2e2 f1. du dv - p,2 dO.. 

Takeno19 has shown, for orbits of positive 
curvature, that this canonical form may be used in all 
cases by allowing p, to be a spacelike, timelike, or null 
variable, -or a constant. However, we shall use the 
canonical form (5.4) for purposes of comparison with 
Ref. 15 in which the possibility of p, = const not being 
spacelike was not considered. 

All the results of Sec. 4 of Ref. 15 can now be 
generalized immediately for metrics with a group of 
isometries G3 acting transitively on spacelike 2-dimen
sional orbits of nonpositive curvature. For example, 
the Einstein tensor has the form 

0 0 0 

1::.. /.1 0 0 

G/l= 
(Xl)2 (Xl)2 

(5.6) 
fI. 

/.n 0 0 0 
2Xl 

0 0 0 

and the curvature scalar and conformal invariant are 
given by 

R = G: = (xl)-2(x~n.n , (5.7) 

C = [3CIZ/lyaCIZ/lY6]t = txl[(xl)-Yln. (5.8) 

The function/in (5.6), (5.7), and (5.8) is related to 
F(u, Xl) of the canonical form (5.4) by 

d2'2:, / F = _'2:,-1 __ - -. (5.9) 
(dX2)2 Xl 

The further classification of the metrics (5.4) according 
to whether or not the conformal invariant and the 
Ricci scalar vanish may also be repeated; this leads, 
however, to a threefold subdivision ofmetrics accord
ing to the 2-curvature of the group orbits. One thus 
obtains [with the abbreviation A = '2:,-ld2'2:,j(dx2)2] 
Table V. 

In the case of spacelike orbits with positive curva
ture, many of these metrics have been named, e.g., the 
Schwarzschild metric, de Sitter metric, Vaidya metric, 
etc. (see Ref. 14 for the full listing). We may generalize 
these names and speak of positive, negative, and zero 
Schwarzschild, de Sitter, etc., solutions, depending 
on the curvature of the orbits. Cahen, Debever, and 
Defrise4 have used the term "Schwarzschildian" to 
refer to this class of positive-, negative-, and zero
curvature Schwarzschild metrics, as well as to the 
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TABLE V. Metrics with spacelike orbits. (R, C) means R ~ 0 and C ~ O. A zero in either place corresponds to the vanishing of the 
corresponding invariant. 

Type 

(0,0) (0, C) 

2m 
[4TJ[1] -A--

Xl 

[4NJ[2] empty 
-A _ 2m(u) 

Xl 

[2T - 2S][1_1] 
2m e2 

empty -A - Xi + (Xl)2 

[2N - 2S][l-l] empty 
A 2m(u) + e2(u) 

- -~ (Xl )2 

corresponding ones for timelike orbits, which we shall 
discuss in the next subsection. Birkhoff's theorem for 
empty space-times (and its generalization to some 
nonempty solutions) holds also for the groups of 
Bianchi type VIII and VII with spacelike 2-dimensional 
orbits, as Taub noted.20 Cahen and Debever have also 
discussed the generalization of Birkhoff's theorem.21 

A fuller discussion of Birkhoff's theorem and its 
generalizations has been given by one of us (H. G.) 
elsewhere.22 The static degenerate vacuum solutions of 
Table V have been discussed by Ehlers and Kundt l 

and are tabulated in Table 2-3.1 of Ref. 1 as fields of 
Class A. 

B. Metrics with Timelike Orbits 

The metrics with canonical forms (4.4) or (4.6) 
have an additional double root if and only if a relation 
like Eq. (5.1) holds. If y == const, there is an additional 
double root, as may be seen from Eq. (ClO). If y is not 
a constant, it is always spacelike; in this case, we may 
take y = log X S and so obtain 

~ e/Z+fJ = ± ~ e2
/Z. (5.10) 

oxs oxl 

We can again satisfy Eq. (5.10) by putting 

(5.11) 

and so arrive at the canonical forms 

and 

ds2 = - (::sf[(U'S)2(dxS)2 + (u,IWdxl)2] 

+ (xS)2[(dxO)2 -l?(xO)(dx2)2]. (5.13) 

F(u, Xl) 

(R,O) (R. C) 

2m 
-A - - - !A(Xl )2 Xl 

-A - !A(U)(Xl)2 
2m(u) 

-A - -1- - !A(U)(Xl)2 
X 

-A + laxl + b(X1
)2 

-A + 2a(u)xl + b(U)(Xl)2 
-A _feu. Xl) 

Xl 

However, u is no longer a null coordinate, and these 
forms do not appear to constitute a simplification. 

In the special case where {3 = {3(XS) and IX = IX(XS), 
one derives from Eq. (5.9) that 

a 
OXS (IX + {3) = O. (5.14) 

Putting e2
/Z =/ and e2fJ = g, we find that Eq. (5.14) 

leads to 
gIg = -jlJ or g = f- 1 + const (5.15) 

with g = g(XS) and f = f(xS). The components of the 
Einstein tensor (referred to the tetrad of differential 
forms of Appendix C) are in this case 

GO _ G2 ___ 1_ ~ (XS)2 Og) 
° - 2 - 2(XS)2 oxs oxs ' 

G~ = G: = - (X~)2 ( ±A + O~3 (X3g») , (5.16) 

G~ = 0, 

with + A and - A corresponding to canonical forms 
(4.4) and (4.6), respectively. 

The conformal invariant is 

C = GO _ Gl _ ..!.. og (5.17) ° 1 XS ox3 ' 

Again, we may discuss the case R = 0 and C ~ 0 
which leads to 

and 

(5.18) 
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For b = 0, the vacuum field equations are satisfied 
[C = a/(x3)3]. Further discussions of some of these 
metrics may be found in Refs. 14, 18, and 19. For 
R -:F 0, C = 0, 

so that 
g = =FA + bx3 + a(x3)2 

ds2 = -[=FA + bx3 + a(x3)2](dxl )2 

(dX3)2 

=FA + bx3 + a(x3)2 

+ (X3)2{[(dXO)2~?(X2) - (dX2)2] 
(5.19) 

[(dXO)2 _ ~2(xO)(dx2n' 

For R = ° and C = 0, one obtains f = - A-I, A -:F 0, 
and 

ds2 = ! [(dXI)2 + (dX3)2] 
A 

+ (X3)2([(dXO?~2(X2) - (dX2)2]. (5.20) 

[(dXO)2 _ ~2(xO)(dx2)2] 

The metrics of Eqs. (5.18)-(5.20) are analogs of some 
of the metrics compiled in Table V. The static de
generate vacuum fields of this type have been given in 
Ref. 1, Table 2-3.1. However, Eq. (5.10) allows more 
general classes of solutions than does (5.2). For 
example, the most general metric with IX = IX(XI ) and 
(3 = (3(x3, Xl) and two double eigenvalues of the 
Einstein tensor is given by 

ds2 = _ [kx1 + 1]2(dx3)2 

_ [b(XI) + 2kx3]2(dxl )2 

+ (X3)2[(dxo)2 - ~2(xO)(dx2)2], (5.21) 

where b(xl ) is an arbitrary function and k and I arbi
trary constants. The metric (5.21) cannot satisfy the 
vacuum field equations. 

C. Metric with Null Orbits 

For a metric with a null group orbit, one has a 
triple eigenvalue in the most general case. We shall 
discuss the condition for a quadruple eigenvalue. 

As one can see from Appendix C, the condition for 
the canonical form (4.11) to have a quadruple eigen
value is 

IX" - IX' (3' = 0. (5.22) 

Two cases must be distinguished: 

(1) IX' = 0, -+ IX = IX(XO), (3 = (3(XO, Xl); 

(2) 
IX" 

IX' -:F 0, -+ - - (3' = 0; or (3 = log IX' - f(xO). 
IX' 

The canonical forms for a metric allowing a group of 
isometries with 2-dimensional null orbits and whose 

Einstein tensor has a quadruple eigenvalue thus are, 
respectively, 

ds2 = e2<x(",O)[2 dxo dX2 _ (dX3)2 + a(xO)(x2)2(dxo)2] 

- e2P(",o''''\dxl )2 (5.23) 
and 

ds2 = e2<x(",O.",1)[2 dxo dx2 _ (dX3)2 + a(xO)(x2)2(dxo)2] 

- {1X.I)2e-2P(",O)(dxl)2. (5.24) 

Only the metric (5.23) can satisfy the vacuum field 
equations, which it does if IX and (3 satisfy 

P - U./J + /J2 + fi. - <i2 
- a = 0. 

The Einstein tensor of metric (5.23) has three eigen
vectors (one null and two spacelike belonging to the 
eigenvalue A = 0); whereas the Einstein tensor be
longing to (5.24) possesses only two eigenvectors (one 
null, one spacelike). Tables II and III show that the 
corresponding Churchill-Plebanski types are [4N](2] 
and [4N][3]' The first one may thus represent a null 
electromagnetic field. 

6. CONCLUSIONS 

In the preceding sections, we have seen that the 
combination of algebraic classification of the Weyl 
and Einstein tensors and of group-theoretic methods 
is a convenient tool in finding specific canonical forms 
for metrics with sufficient symmetry. The canonical 
forms belonging to metrics allowing a group of isom
etries may be found in the literature2 or may be 
derived directly by coordinate-free differential geometric 
techniques. They may be further restricted by condi
tions inferred from a given matter distribution and 
imposed on the eigenstructure of the Einstein tensor. 

While we have listed the general canonical forms 
for metrics with a G3 and 2-dimensional orbits, only 
the more degenerate Einstein tensors have been 
classified in detail. Many of the metrics obtained are 
still to be investigated for possible physical signifi
cance. Some of these metrics, which may be inter
preted as generated by pressure-free matter have been 
discussed by Ellis,23 with references to earlier work. 
One may assume the orbits to constitute symmetry 
surfaces of the matter. However, it is not obvious 
what kind of matter distribution, if any, would 
generate, for example, a surface of constant negative 
curvature. The case of flat orbits seems to be a little 
easier, if one restricts himself to special global topol
ogies (e.g., cylindrical orbits, etc.). We have not 
touched upon questions of global topology in this 
paper. The global topology of 2-dimensional surfaces 
of constant curvature has been completely classified, 
for definite or indefinite signature of the metric and 
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for positive, negative, and vanishing curvature. The 
results have been conveniently cataloged by Wolf,24 
who is responsible for the study of the timelike orbits. 
This should help in the study of the 4-dimensional 
global topology of the metrics with spacelike or 
timelike orbits. 

As the theorems connecting the algebraic classi
fication of conformal and Einstein tensors discussed 
in Sec. 3 are more general than the applications in this 
paper, it would be interesting to investigate Einstein 
tensors with more or less symmetry. For example, one 
might want to study metrics allowing a G2 with 2-
dimensional orbits (nondegenerate conformal tensor, 
rotational symmetry) or a G4 with 3-dimensional 
orbits, this case containing among others the Taub
NUT space.14.20.25 Cahen and Defrise14 have begun a 
general study of metrics having a nontrivial isotropy 
group. 

Furthermore, the method for construction of the 
metric on the orbits used in Appendix B might be 
exploited in the search for exact solutions of Einstein's 
equations. This method is rarely used in the relativity 
literature. The only reference to it we have found is in 
the work of Misner.25 
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APPENDIX A: 3-PARAMETER ISOMETRY 
GROUPS WITH 2-DIMENSIONAL ORBITS 

As we have discussed in Sec. 4, if the orbits of a 3-
parameter isometry group are nonnull 2-dimensional 
surfaces, they must be surfaces of constant curvature, 
positive, negative, or vanishing. The isotropy group 
at each point of the orbit must be a I-parameter group 
of real rotations in the case of a spacelike orbit (i.e., 
one containing only spacelike directions), a I-param
eter group of special Lorentz transformations in the 
case of a timelike orbit (i.e., one containing timelike 
as well as spacelike and null directions), and a 1-
parameter group of null rotations or singular Lorentz 
transformations, in the case of a null orbit (i.e., one 
everywhere tangent to the null cone, containing one 
null and spacelike directions only). 

Bianchi has shown17 that there are nine noniso
morphic 3-dimensional Lie algebras over the field of 

I 
II 
IJ( 

IV 
V 
VI 
VII 

VIII 
IX 

TABLE VI. Bianchi's classification of Os's. 

[XiX1] = 0 
[XIXg] = 0 
[XIXB] = 0 
[XIX.] = 0 
[XIX!] = 0 
[XIX.] = 0 
[XIXI ] = 0 

[XIX.] = Xl 
[XIX.] = Xa 

i,j=1,2,3 
[X2X,] = Xl> [X.XI] = 0 
[XIX.] = 0, [XaXI] = -Xl 
[X.Xa] = Xl + XI, [X.XI ] = -Xl 
[XaX.] = XI, [XaXI ] = -Xl 
[X.X.] = qX.[X.Xd= -Xl> (q oF 0, 1) 
[X.X.] = -Xl + qX., 
[X.XI] = -X., q' < 4 
[X.X.] = Xa, [X.XI ] = -2X2 

[X aX.] = Xl> [X aXI] = x. 

the real numbers. We follow Petrov2 in the numeration 
of these groups in Table VI, where they are listed with 
a canonical form for the commutation relations of 
their generators. 

Over the field of complex numbers, types VI and VII 
are isomorphic, as are types VIII and IX (the only 
two nonsolvable groups), which are then isomorphic 
to SL(2, C). 

Now we shall discuss which of the above groups can 
be associated with 2-dimensional orbits of the various 
possible types. Our discussion will sometimes lean on 
and amplify that of Petrov2 and sometimes differ from 
it somewhat. First of all, let us consider the nonnull 
orbits. If and only if the curvature of these orbits 
vanishes, the isometry group must induce a 2-param
eter Abelian subgroup on the orbit (see Eisenhart,12 
for example). For the case of a spacelike orbit of 
vanishing curvature, the two commuting generators 
must have commutation relations with the third gener
ator, which generates the I-parameter family of rota
tions of the isotropy group, like those of the 
translations and rotations of a Euclidean plane. This 
leads us to Bianchi type VII, with q = O. Since VI and 
VII are isomorphic over the complex field and since a 
pure Lorentz transformation may be represented as a 
rotation through a complex angle, one can immedi
ately guess that in the case of a timelike flat orbit we 
shall have Bianchi type VI. One may then check that 
the generators will have the commutation relations ap
propriate to a timelike 2-flat in Minkowski space, if 
we take q = -1 for Bianchi type VI. 

If the orbits are nonflat, then the symmetry group 
cannot have an Abelian subgroup, so that we are led 
at once to the nonsolvable groups VIII and IX. For a 
spacelike orbit of positive curvature, the generators 
J;Ilust have the commutation relations of the rotations 
on an ordinary 2-dimensional sphere and so must be 
of Bianchi type IX. Since the commutation relations 
of the other three cases must be different (i.e., space
like orbit of negative curvature and timelike orbit of 
positive or negative curvature), they must be of 
Bianchi type VIII. As we shall see below, when we 
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discuss the finite equations for the groups, these com
mutation relations do admit the appropriate isotropy 
group in each case. 

In order to discuss the Bianchi type associated with 
the null orbits, we consider an example of such an 
orbit. If we cut a null cone with a timelike hyper
surface, the intersection forms such a 2-dimensional 
null orbit, which is generated locally by two trans
lations, one in a spacelike and one in a null direction. 
The null direction is also the axis of the I-parameter 
group of null rotations which constitutes the isotropy 
group at a point of the surface. The spacelike and null 
translations commute, as do the null translations and 
null rotations. Thus, only Bianchi types II and III 
need be considered. We have been unable to find an 
intuitive argument leading uniquely to type II, but 
the calculations of Defrise18 show that only type II 
occurs. 

Since the metric induced on the null orbit by the 
4-dimensional metric of the space-time is degenerate, 
it cannot be constructed directly from the Killing 
vectors as we shall do in Appendix B for the other 
cases. The work of Defrise, discussed in Ref. 18, 
shows that the unique canonical form of the metric 
in this case is given by Eq. (4.11). 

The simple and somewhat intuitive arguments given 
above can be formalized (except for the null case) 
using an extension of Cartan's method for the case of 
definite metrics,26 based on the fact that the connection 
form on the orbits [see Eq. (C3)] is a I-form in the Lie 
algebra of the isometry group. The results of this dis
cussion of Bianchi types are summarized in Table IV. 

We now give the finite equations for the groups 
which occur. As mentioned, the groups of Bianchi 
type IX and VIII are isomorphic to SL(2, C) over the 
complex numbers. The finite equation of the group is 
therefore 

z' = az + b, I a b I = 1. (AI) 
cz + d c d 

Since SL(2, C) is isomorphic to the proper homoge
neous Lorentz group, it contains as subgroups the 
group of rotations around an axis 

, w cos q; + sin q; 
w = , 

-w sin q; + cos q; 
-1 

W = xy , 

which is the isotropy group for the spacelike orbits, 
as well as the group of special Lorentz transformations 

, w cosh 1jJ + sinh 1jJ -1 
w = , w = xt , 

w sinh 1jJ + cosh 1jJ 

which is the isotropy group for timelike orbits. 

For the group of Bianchi type VII, the finite 
equation is derived from Eq. (4.3): 

(x2)' = x 2 cos q; - x3 sin q; + a, 

(x3
), = x 2 sin q; + x 3 cos q; + b, (A2) 

(..x0)' = X O, (Xl), = xl, 

with group parameters a, b, and q;. The isotropy group 
(leaving the point x 2 = x3 = 0 invariant) is again 
0(1, R). 

For Bianchi type VI we start with the canonical 
form (4.9), in which yO and y2 are null coordinates. 
The finite equations of the group deriving from (4.10) 
are 

(yO), = ayo + b, (y2)' = a-1y2 + d, 

a, b, d group parameters, (A3) 

(y1)' = y\ (y3)' = y3. 

Equation (A3) contains as a subgroup (isotropy 
group) the group of special Lorentz transformations 
(b = d = 0): 

(yO), = ayo, (y2)' = a-1y2. 

This can be seen by rewriting the special Lorentz 
transformation 

x' = y(x - vI), 

et' = y(el - v/ex), 

with y = (1 - V2/C 2)-t, in null coordinates u = 
x - cl and w = x + ct: 

u' = au, w' = a-1w, 

a = (1 + v~e)t. 
1 - vIc 

Finally, for Bianchi type II, the finite equations of 
the group, from Eq. (4.12), are 

(xo)' = xO, 

(Xl), = Xl, 

(x2
)' = x 2 + €r + a, 

(A4) 

(x3), = x 3 + b, a, b, € group parameters. 

Again, Xo and x 2 are null coordinates. The subgroup 
of isotropy (a = b = 0, leaving the origin fixed) now 
consists of the singular Lorentz transformations (null 
rotations)27 

(XO) , = xo, (Xl), = Xl, 

Cr)' = x3
, (AS) 

where we keep invariant either the null ray Xl = 0, 
x 2 = 0, x3 = 0 or the null ray XO = Xl = x 3 = 0, but 
not both. 
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APPENDIX B: CONSTRUCTION OF THE 
METRIC ON THE NONNULL ORBITS 

FROM THE KILLING VECTORS 

In order to obtain the canonical form of a metric 
allowing a group of isometries, we start by construct
ing the metric on the orbits from the Killing vectors. 

Instead of solving Killing's equations, as Petrov2 

does, for example, we may solve the commutation 
relations of the corresponding Lie algebra 

Xa = ;~~. 
a ox~ 

Then we calculate the quadratic invariants I of the 
Lie algebra. In the case of nonsolvable groups, this is 
done by help of the group metric gab and of the first 
Casimir operator I = gab XaXb; in the case of solvable 
groups, by direct inspection. These quadratic in
variants, written as tensor products, provide the con
travariant metric on the orbit (for the notation 
used, see Ref. 25): 

(:S = gabXa ® Xb 

or, in the case of solvable groups, 

By construction, then, the Lie derivatives of the corre
sponding covariant metric with respect to Killing 
vectors vanish. We have summarized the relevant 
information in Table VII. 

The structure constants in column 2, rows 2, 3, 4, 
and 6 do not correspond to the ones usually given [in 
Eq. (AI), for example]. By basis transformations of 
the Lie algebra one can convince himself, however, 
that the exhibited Bianchi types are correct. For 
Bianchi types VII and VI, quadratic operators com
muting with all elements of the Lie algebra exist only 
if q takes the values q = 0 and q = -1, respectively. 

In order to proceed from the metric on the orbits 
to the metric of the full Riemannian manifold, we find 
two vectors (operators) commuting with the Killing 
vectors. For Eqs. (4.3) these are ojoxO and ojox!; 
for Eqs. (4.5), (4.7), and (4.10), %x! and %x3• 

Since the cross terms 

and 

o 0 0 0 
ox! ® ox3 + ox3 ® ox! ' 

respectively, can always be removed by a coordinate 
transformation and since the Lie derivative of the 4-
dimensional metric with respect to the Killing vectors 

TABLE VII. Metric on the group orbits. 

Bianchi type 
of group 

IX 

VIII 

VIII 

VIII 

VII 
(q = 0) 

VI 
(q = -1) 

II 

Lie algebra 
[X.XbJ = qbX. 

C~. = C:. 
=C;t = -1 

Cit = Cis = 1 
Cl2 = -1 

Cr. = C:t = -1 
CJ. = +1 

Cf. = Cis = -1 
C:t = +1 

C:s = -Cis = 1 

1 ct. =Cf. =y2 
1 CJ. = C:. =y2 

Cia = 1 

Group metric 

2(: -1 ~J 
2(10 ~J 
2(: OJ 
2(10 -1 OJ 

Casimir operator or 
quadratic invariant 

-(Xi' + X.' + Xi) 

X1+Xi- Xi 

-Xi' + Xi+ Xi 

Xf+Xi 

Xl 

Metric on the 
group orbit 

(dX')2 + (dXS)2 

singular 
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must vanish, we arrive at the canonical forms given 
in the text. 

APPENDIX C: EINSTEIN TENSOR FOR 
CANONICAL FORMS (4.1), (4.4), (4.6), 

AND (4.11) 

In the usual applications of the exterior differential 
calculus, one introduces a tetrad of differential I-forms 
w a by help of which the metric may be written as 
gap = '/}apwawp (where '/}af3 is the Minkowski metric). 
The components of the Riemann curvature tensor 
referred to this tetrad may be read off from the 
curvature form 

where 

Op = dwp + w~ A wp , 

with the connection form w~ defined by 

dw« = w~ A wa . 

(Cl) 

(C2) 

(C3) 

It turns out to be convenient to use a nondiagonal 
tetrad of differential forms for the canonical form 
(4.11). The formalism given by Eqs. (CI)-(C3) will 
always work properly if one does not overlook that 
nonvanishing w~'s (no summation over O'!) exist in 
place of some vanishing wp's (oc "¥= ~). 

1. Metric with Spacelike Orbits 

We have 

with 
Wo = ea dxO, WI = eP dx\ o} = eY dx2, 

w3 = ~eY dx3
• (C4) 

The calculation leads to 

COO 
-GOI 0 0 

GP = -GOI -Gn 0 0 
a 0 0 -G22 o ). 

(C5) 

0 0 0 -G22 
where 

Gg = (y2 + 2{Jy)e-2a + (-2y" + 2~'y' - 3y'2)e-2P 
_ .... -1.... -2y .:... ':"',22e , 

G~ = (2y - 2riy + 3y2)e-2« _ (y,2 + 2oc'y')e-2P 

- ~-1~,22e-2Y, 

G~ = G~ (C6) 

= (p - ri(J + (J2 + ji - riy + (Jy + y2)e-2a 

+ (-oc" + oc' fJ' - OC,2 

- oc'y' - y" + ~'y' - y,2)e-2P, 

G~ = -G~ = 2(Y' - oc'y + yy' - (Jy')e-(a+P), 

where a dot denotes differentiation with respect to XO 

and a prime denotes differentiation with respect to Xl. 

For the special choice of coordinates y = log Xl, one 
obtains 

= _1_ e-2(a+3P)[(~ e«+p)2 _ 
(X1)2 oxl (C7) 

The roots of the secular equation for (C5) are 

;'1,2 = G:, ;'3,4 = i(Gg + Gi) ± ~!; 
thus, there is always one double root. There is an 
additional double root when ~ = o. 

We have 

with 

2. Metric with Timelike Orbits 

1. Canonical Form (4.4) 

WO = eY~ dxo, ul = eP dx!, 

o} = eY dx2, (V3 = ea dx3. (C8) 

The components of the Einstein tensor, in this tetrad, 
are given by 

(I 
0 0 

-~,) GP = 
-Gn 0 

Il 
0 Goo o ' (C9) 

-G13 0 -G33 
with 

Gg = G; 
= (-ji - y(J + yri - y2 - P + oc(J - (J2)e-2« 

+ (-y" + y'~' _ y'oc' _ y,2 

+ oc'~' - OC,2 - oc")e-2P, 

G~ = ( - 2ji + 2yoc - 3y2)e-21l 

+ (-2y'oc' - y,2)e-2P - ~-1~,22e-21, 

G: = ( - 2# - y2)e-2« 

(CI0) 

+ (-2y" + 2y'~' - 3y,2)e-2P - ~-1~,22e-21, 

G~ = 2(y' - y'(J + y'y - oc'y)e-(HP), 

where a dot denotes differentiation with respect to x3 

and a prime denotes differentiation with respect to Xl. 

The eigenvalues of the Einstein tensor are given by 

).1,2 = Gg, ).3,4 = HG~ + G~) ± ~t, 
~ = t(Gi - G:)2 - G:G~. 

The specialization y = log x 3 leads to 

~ = _1_ e-2(P+3«)[(~ e«+p)2 _ (..E- e2«)2] (Cll) 
(X3)2 ox3 oxl 
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and reduces Eq. (CIO) to 

G~ = G~ = e-
2"e ~ (J - P + ft.(J - (J2) 

+ e-2P(rJ.'{J' - rJ.,2 - rJ."), 

GI _ e-2"(2 a __ 1_) __ 1_~_1~ 
1 - x3 (X3)2 (x3l ,22' (C12) 

G
3
3 = e-2"(_2 l __ 1_) __ 1_~_1~ 

x3 (X3)2 (X3)2 ,22' 

G1 - G3 - _ 2 rJ.' e-("+P) 
3- 1- x3 • 

With Eq. (5.14), this set of expressions goes overinto 
Eq. (5.15). 

2. Canonical Form (4.6) 

Here one works with 

ds2 = 'YJ w"wP ',,,p , 

WO = eY dx2
, WI = ell dx\ (C13) 

w2 = eY~ dxo, w3 = e" dx3 

[exchange of WO and w2 in (C8)]. 
The detailed calculation shows that the only change 

in Eqs. (C9)-(CI2) is a change of sign of the terms 
proportional to ~-1~.22' 

3. Metric with Null Orbit 

For this case, we work with the tetrad of external 
differential forms 

WO = e" dxO, WI = eP dx\ 

w2 = e" dx2, WS = e"[dx3 + a(xO)(x2
)2 dxO] (C14) 

leading to ds2 = Y ItPw"wP , 

Y., - (~ 
o 

-1 

o 
o 

o 
o 

-1 

o 
The nonvanishing coefficients w; are 

w~. w~, w~, w~, w~, and w~ . 

We have the further relations w~ = w~, w~ = w~, 
w2 - _ WI WI = roO w2 = W O W O = w3 = w! = 

I - 2' S l' 3 2' 3 ° 1 
w~ = 0, and w~ = -wg. The detailed calculation 
leads to 

o 
o 

(CIS) 

with 

Goo = -(p - 2ap + p2 + Ii. - a2 
- a)e-2", 

Gu = -3(2rJ." - 2rJ.'{J' + 3rJ.,2)e-2", 

G22 = -(4rJ." - 4rJ.'{J' + 9rJ.,2)e-2", 
(C16) 

G03 = -G22 , GOI = -2(a' - rJ.'p)e-(,,+Il), 

where a dot denotes differentiation with respect to 
XO and a prime denotes differentiation with respect to 
Xl. For a quadruple root we obtain the condition 
-Gu = G03 , which leads to Eq. (5.21). 
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An approach to the problem of representation of the algebra of currents that puts essential emphasis 
on the study of infinite-parameter Lie algebras is proposed. As an example, a class of irreducible 
Hermitian representations of the commutation relations [Vi(</Il)' VI(</I.)] = i€ilkVk(</Il</l.), where the </I's 
are elements of a commutative algebra with identity, is derived. The dependence of the representations 
on the algebra {</I} is completely characterized by two functional equations that are explicitly solved, for 
{</I} an algebra of polynomials. States of well-defined momentum and rotational properties are constructed 
using translational and rotational invariance and forming direct integral spaces. The representations so 
constructed are seen to belong to two distinct subclasses, distinguished by the vanishing or nonvanishing 
of a length parameter I'll. The subclass with I'll = 0 is unbounded in isospin and has the trivial momen
tum-transfer structure characteristic of field-theoretical point particles. On the other hand, the spaces 
characterized by I'll ,e 0 are bounded in isospin and suited to describe particles with structure. A brief 
discussion on how to derive invariant form factors from the results here presented is included. 

1. PHYSICAL MOTIVATION 

Following Gell-Mann's suggestion,! the possibility 
that a theory of hadrons should involve the currents 
as basic coordinates has been discussed in many 
recent publications.2 Two types of nontrivial examples 
have been investigated: 

(a) the program of Dashen and Gell-Mann3 using 
the representations of the chiral charges and other 
current densities (provided that they commute with 
IX. in a system of Dirac matrices, when using quark
field bilinears) between states with infinite momentum 
P.-+-OO; 

(b) the Sugawara' model, which provides a con
sistent description of the generators of the Poincare 
group as integrals over quadratic functions of the 
curre~lts. 

In both programs, one is interested in the representa
tions of the local charge and current densities, which 
are supposed to explain the actually observed spec
trum of the hadrons. In the previous view1•5 it was 
hoped that the spectrum of masses, spins, and unitary 
spins would reflect an approximate symmetry under 
a generalized system of global algebraic generators, 
the space integrals of time and space components of 
current densities. The energies would thus be related 
to some Casimir operators of this global Lie algebra; 
the order of operations was thus first a space integra
tion of the densities, next a squaring of the integrals 
(e.g., for the quadratic Casimir operator), and then a 
summation over chiral, unitary, or SU(6)-spin 
indices. 

In the alternative (local) approach, the procedure 
is inverted. Sugawara's energy spectrum will be fixed 
by the space integral of (}OO, the energy-momentum 
density, given as a quadratic function of the charge 
densities. First we square the densities, next we sum 
over chiral-unitary indices, and then we integrate 
over all space. The structure of the spectrum is 
already realized at the level of the infinite-parameter 
algebra of the densities. As a consequence, both the 
Dashen-Gell-Mann program and the Sugawara 
model lead us to shift our concern from the represen
tations of integrated commutators (charge algebras) 
to the representations of the infinite-parameter Lie 
algebras associated with the algebra of currents. 

In the approach of Dashen and Gell-Mann a 
solution is attempted in the following way: One 
takes matrix elements of the currents between phys
ical states at infinite momentum; then one is left with 
the problem of satisfying the commutation relations 
and the kinematical constraints imposed by the 
transformation properties of states and currents. 
These kinematical constraints have been the main 
difficulty standing in the way of a solution to this 
problem. 

In this paper an alternative approach is proposed: 
One writes the currents as functionals over an algebra 
of functions in 3-space; the unintegrated commuta
tors written in functional form are then treated as an 
infinite-parameter Lie algebra and its representations 
constructed without any reference at this stage to the 
physical interpretation of the state vectors in the 
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representation spaces. The physical interpretation 
and construction of physical spaces would then be 
effected by the use of the relativistic transformation 
properties of the currents or in the case of the Suga
wara model by operating with the energy-momentum 
tensor on the states. That this is a natural approach 
to solve the Sugawara model has already been pointed 
out by Sakita.6 Here we suggest that it may also be a 
convenient approach even when no energy-momentum 
tensor is available, for, without having to worry 
about ab initio kinematical constraints, one has more 
freedom to explore the structural richness of the 
infinite-parameter Lie algebras. To show the feasibility 
of this approach, we study a simple example involving 
the equal-time commutation relations of the isospin 
charge densities: 

Defining the currents as operator-valued functionals 
over an appropriate algebra of functions {cp}, one has 

ViC cp) = I V~(x)cp(x) dax, (2) 

[Vi( CPl), ViC CP2)] = iEiikvk( CPl CP2)' (3) 

To be able to use equal-time commutation relations, 
we here assume that a simple smearing over space 
at fixed time of the charge density operators is enough 
to ensure good behavior of Vi(cp). This is not so in 
some models; however, for the essentially model-free 
calculations done in this paper, no trouble is seen to 
arise from the above assumption. The commutation 
relations (3) define what will be called "local SU2." 

The algebra {cp} is required to contain the identity. 
Thus the algebra defined by (3) contains the Lie 
algebra of SU2 as a finite parameter subalgebra. 

In Sec. 2, conditions on the reduced matrix ele
ments for a general Hermitian representation are 
derived. In Sec. 3, we restrict ourselves to represen
tations where no two SU2 subspaces are equivalent 
(here called singleton representations), and {cp} is any 
commutative algebra with identity. The dependence 
of the matrix elements on the SU2 quantum numbers 
is completely factored out and the functional depend
ence is found to be characterized by two functional 
equations. 

In Sec. 4 a general solution of the functional equa
tions is found, for {cp} an algebra of polynomials. 
Finally, in Sec. 5 we use translational and rotational 
invariance to construct states with well-defined mo
mentum and rotational properties. 

2. GENERAL STRUCTURE 

We define 
V± = VI(cp) + iV2(cp). (4) 

From (3) it follows that 

[(V±)3(CPl)' (V±)3(CP2)] = 0, (5) 

[V+(CPl), V-(CP2)] = 2V3(CPICP2), (6) 

[V+(CPl), V3(CP2)] = - V+(CPICP2), (7) 

[V-(CPl), V3(CP2)] = V-(CPICP2)' (8) 

The representation spaces of {Vi(cp)} to be derived 
are assumed to be reduced in irreducible subs paces 
of the subalgebra {Vi(l)} f',/ SU2. 

The vectors in these subs paces are characterized by 
I pIIa) , where I(I + 1) and Ia are the eigenvalues of 
Vi(l) Vi(l) and V3(l) and p is a multiplicity quantum 
number: 

V±(1) IpIIs) = [(I ± Is + 1)(I=F Ia)]1- IpIIa ± 1), (9) 

(10) 

From (3) one sees that Vi(cp) transforms like a SU2-
vector operator. Using the Wigner-Eckart theorem 
with the appropriate Clebsch-Gordan coefficients, 
we see that the most general form of the representa
tions of {Vi(cp)} is 

V±(cp) IpHa) 

= I {±[(I =F Ia)(I =F Ia - 1)]1-
p' 

x AI/(cp) Ip'I - lIs ± 1) 

- [(1 =F Is)(1 ± Is + 1)]1-BI/(cp) Ip'Hs ± 1) 

± [(I ± Ia + 1)(1 ± Ia + 2)]1-

x CI/(CP) Ip'I + lIs ± I)}, 

Va( cp) IpHa) 

= I {[(I - Is)(1 + I s)]1-AI/(CP) Ip'I - lIs) 
p' 

- IsBI/(cp) Ip'Hs) 

(11) 

- [(I + 13 + 1)(1 - Is + 1)]icl/'(</» Ip'I + 1I3)}' 

. A scalar product is defined as 
(12) 

(pH 3l p'I'I~) = (jpp,(jII,(jIaI;' (13) 

and for Hermitian representations we require 

(pII'Ia + 11 V+(</» IpHs) = (pHsl V-C</»~ Ip'I'Is + 1)*, 

(14) 

(p'I'Isl VS(</» !pHs) = (pH3! V3(</» !p'I'Is)*. (15) 
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(14) and (15) applied to (11) and (12) imply 

BI( cp) = [BI( cp)]+, (16) 

AI(cp) = _[CI- 1(cp)]+, (17) 

where AI (<p) , BI(cp) , and CI(cp) are matrices on the 
multiplicity index p. 

To determine the reduced matrix elements A 1/; 
BI/, and CI/" we substitute (11) and (12) in 
(5)-(8), and after some algebra one finds the following 
equations for the matrices Band C: 

CI( CPl)CI+l( CP2) = CI( CP2)CI+l( CPl), (18) 

CI ( CPl)BI+1( CP2) + BI( <Pl)CI( <P2) 

= CI( CP2)Bl+1
( CPl) + BI( CP2)CI( CPl), (19) 

CI( CPl)[CI( <P2)]+ - h.c. = _/2_ [BI( <P2), BI( <PI)], 
2/ + 1 

(20) 
[CI- 1

( CP2)]+CI- 1( CPl) - h.c. 

= (~I++l~2 [BI(CP2)' BI(CP1)], (21) 

- CI( CPl)BI+l( <P2)(I + 2) + BI( <P2)CI( <Pl)(1 + 1) 

- BI( <Pl)CI( <P2) = CI( <PI <P2), (22) 

[CI - 1( CP2) ]+CI- 1
( <Pl)(2I + 1) - 2[CI -

1
( <Pl)]+CI-\ <P2) 

- CI( CPl)[CI
( CP2)]+(21 + 3) 

+ [BI( <PI), BI( <P2)](1 + 2) + BI( <P2)BI( CPl) 

= - BI( CPICP2)' (23) 

(17) was used to eliminate the equations involving 
AI(cp). 

3. SINGLETON REPRESENTATIONS 

In this section we find the Hermitian irreducible 
representations of the commutation relations (3) 
subject to the condition that any SU2 subspace of a 
given kind appears at most once (singleton representa
tions). The algebra {cp} is any commutative algebra 
with identity. 

The result is the following: 

Theorem: The Hermitian irreducible singleton 
representations of "local SU2" are characterized by 
the reduced matrix elements 

AI+1(cp) 

= CI(ep) 

.[( 1'2 ) ( (1 + 1)2 - 1~ )J! 
= El' (1 + 1)2 -!-' (21 + 3)(21 + 1) C(<p), 

(24) 

(25) 

where 
(i) a particular choice of phases was made to 

guarantee AI+l(cp) = CI(<p), 
(ii) 10 is the smallest 1 in the representation space, 

(iii) EI is an arbitrary sign, one for each I, 
(iv) y is an arbitrary real number, 
(v) C(cP) and Q(cp) are real linear functionals 

obeying the equations and boundary conditions 

C(CPl)Q(CP2) + C(CP2)Q(CP1) = C(CPICP2), (26) 

Q(CPICP2) - Q(CP1)Q(CP2) = !-'C(CP1)C(CP2), (27) 

C(1) = 0, Q(I) = 1, (28) 

(vi) # is a real number, not completely arbitrary, 
which is required to belong to the range of Q(cp2) -
Q(cp)2 with the restriction C(cP) ;If 0, 

(vii) 1'2/(1 + 1)2 - # ~ ° for all I's. 

Proof" In the case of singleton representations each 
1 appears only once, BI(cp) and CI(cp) are just numbers, 
and the commutators of the B's in (20), (21), and (23) 
vanish. 

(a) Suppose that the representation space contains 
only one I. Then all C's vanish, and of Eqs. (18)-(23) 
only (23) survives with the form 

- BI( CP2)BI( CPl) = BI( CPl CP2)' 

This is a particular case of the general result stated 
above. 

(b) Suppose now that the representation space 
contains more than one I. Call 10 the smallest 1 in 
the space and Imax the largest one when it exists. Then, 
for at least one CPr' one has CIo( CPr) =;t= 0, for otherwise 
the 10 subspace would be invariant, thus contradicting 
the irreducibility hypothesis. 

From (I8) one writes 

CIo+1( cp) = CIo( cp)CIo+1( CPr)/CIO( CPr) 

and, if 10 + 1 is not the highest 1 in the space, then 
CIo+l(CPr) =;t= 0; for, otherwise, CIo+l('¢» = 0 for every 
cP, and the irreducibility hypothesis would be contra
dicted. 

Iterating this reasoning, one concludes that for an 
irreducible representation space there is at least one 
CPr such that CI(CPr) =;t= ° for all I's except the largest 
one (Imax)' 

One such epr may then be used to write all the CI(cp) 
in the form 

CI( cp) = CI( CPr)CI+\ cp)/CI+1( CPr) = CI( CPr)C( ep), (29) 

where it follows from (18) that C(cp) is a linear 
functional independent of I. 
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From (20) or (21) it follows that, using (29), we 
obtain 

Since this equation has to be verified for every pair 
4>1' 4>2' one concludes, putting 4>1 = 4>r> that C( 4» is 
a real functional. 

Substituting now (29) in (22) and cancelling the 
CI(4)r) that appears in both sides, one gets 

-C(4)1)BI+1(4>2)(1 + 2) + c(4)1)B1(4>2)(1 + 1) 

- C( 4>2)BI( 4>t) = C( 4>14>2)' (30) 

Putting 4>1 = 4>2 = 4> and multiplying both sides 
by I + 1, one obtains a simple difference equation 

C( 4»BI+\ 4»(1 + 2)(1 + 1) - C( 4>)BI( 4»(1 + 1)1 

= - C( 4>2)(1 + 1). (31) 

If c(4)) y6. 0, iteration of (31) gives 

BI _ y(4))lo _ C(4)2) 
(4)) - /(1 + 1) 2c(4)) , 

where 

The definition of the current densities as operator
valued linear functionals requires that both C(cp) and 
C(cp2)/c(4» [defined for C(cP) y6. 0] be linear func
tionals. Another ,condition on the functional C(cp) 
may be dedved from (34)l namely that for C(cp) = 0 
the quotiehtC(4)4>1)/C(CP1)' C(CPl) y6. 0, be independent 
of 4>1' 

Now, substitution of (25) in (30) with CP1 y6. 4>2 
leads to 

c(4)1)Q(4>2) + c(4)2)Q(4>1) = c(4)lCPZ)' (26) 

It is easily seen that (26) contains the definitions (34) 
and also the linearity condition of C(4)2)/c(4>) for 
c(4)) y6. O. 

All of Eqs. (18)-(22) have been used and their con
sequences derived. We now use the remaining Eq. (23) 
to compute the explicit form of CI(CPr)' Using (29), 
(21), and (25), we write Eq. (23) in the form 

C(CP1)C(4>2)[ICI(CPr)1 2 (21 + 3) - ICI- 1(4)rW (21 - 1)] 

= y2~~~;:)~)~4>2) + [Q(CPl)Q(CP2) - Q(CP1CP2)]' 

(26) was used to simplify the right-hand side. 

y(cp) = (BIO(4» + c(4)2))(10 + 1). 
2C(cp) 

(32) This equation implies that, for c(4)1) = 0, 

Substitution of (32) and (29) in (19) gives 

[C(CPl)Y(CPZ) - C(CP2)y(4>1)]10 =0. 

Putting Y(CPr) = y, the conclusion is that 

y(cp) = yC(4)) unless 10 = o. (33) 

If 10 = 0, y( cp) is undetermined. In this case, however, 
the first term of the right-hand side of (32) vanishes 
identically, and (33) may be. adopted for all cases. 
From the hermiticity condition (16) and the fact 
derived above that c(4)) is real, it follows that Y is an 
arbitrary real number. It is arbitrary because BIo(4).) is 
arbitrary. 

If c(4)) = 0, one obtains directly from (30) 

BI (4)) = -C(4)4>1)/c(4>1)' 

where CP1 is arbitrary, subject only to the restriction 
C(CP1) y6. O. The two cases C(cp) = 0 and C(cp) y6. 0 
may then be described by one equation 

BI(cp) = [Y/oJI(I + 1)]C(cp) - Q(cp), (25) 
where 

Q(cp) = C(cp2)/2C(cp) 

= C(CPCP1)/C(CP1) 

for C(cp) y6. 0 

for C(cP) = 0 

and C(CPl) y6. O. (34) 

Q(4)1CP2) = Q(CP1)Q(4>2) for any CP2 

and, for c(4)1) and C(4)a) y6. 0, 

[Q(4)14>2) - Q(CP1)Q(CP2)]/C(4>1)C(CP2) = fl, 

where fl is a real number independent of CP1 and CPa, 
in particular 

These two conditions may be summarized in the form 

Q(4)14>2) - Q(4)1)Q(4>Z) = fllC(cp1)11c(4>2)1· (27') 

ICI(4).)i2 is now obtained from 

ICI (cPr)1 2 (21 + 3) -ICI -\cPrW(21 - 1) 

Iyla 1~ 
= IV + 1)2 - fl· (35) 

If 10 is the smallest 1 in the space, 

CiO-1(4)r) = -A1o(cPr)* = O. 

Using this condition and iterating (35), one obtains 

C I J. 2 _ ( y2 _) [(1 + 1)2 - 1~] (36 
I ('1'.)1 - (/ + 1)2 fl (21 + 3)(21 + 1) . ) 

We now prove that the phases of the vectors in the 
representation space may be chosen in such a way 
that CI (cPr) is purely imaginary, thus implying together 
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with the reality of C(c/» that 

Cl(c/» = Al+1(c/» (37) 

for any c/> and any l. 
Suppose that one representation has been found 

and that the phase difference of CI(c/>r) and AI+l(c/>r) = 
-CI(c/>r)* is (}I: 

Cl(c/>,) = ei8IAl+1(c/>,). 

Now, we multiply all the vectors in each SU2 subspace 
by the phase factor exp W I!:}o (Ja). One sees by 
inspection of (11) and (12) that the B's are unchanged, 
and only the A's and C's are changed in the following 
way: 

AI( c/>,) ~ [AI( c/>,)]' = AI( c/>,)ei8/-1/~ 

CI( c/>r) ~ [CI( c/>r)]' = CI( c/>r)-i8/-1/2. 

One obtains then 

Assuming that this choice has been made, we obtain 
the result (24). 

We have thus obtained most of the results stated 
in the beginning of this section. The I dependence of 
the reduced matrix elements has been completely 
isolated, and the functional dependence is specified 
by two functional equations. 

The boundary conditions C(l) = 0 and Q(I) = 1 
are required for the representations to reduce to the 
SU2 representations defined in (9) and (10) when 
c/> = 1. If {c/>} is a topological algebra, it would be 
natural to require continuity of the functionals, and 
one should have, in addition, both lim C(c/» = ° and 
lim B( c/» = I as c/> ~ 1. 

The representations contain only integer or only 
half-integer I's. From (36) it follows that y, p, and 
1 max have to be such that 

["l/(1 + 1)2] - P ;::: ° for 10 ::;; I::;; Imax. 

Thus, if p is positive, one has 

y2/p = n2, 

where n is either an integer or a half-integer and the 
representation space is finite dimensional. The real 
number p is not arbitrary. It depends on the particular 
algebra {cp} to be used. Finally, to prove the irreduci
bility, one notes that the representation space may 
be turned into a Hilbert space in a natural way, by 
using a scalar product derived from (13) and the usual 
completion procedure. Hence, Schur's lemma will 
apply whether the space is finite or infinite dimen
sional, and it will be enough to prove that the only 

operator commuting with all Vi(c/» is a multiple of the 
identity. 

Assuming [X, yi(c/»J = ° and writing 

X III3) = I x(I'I;, IIa) II'I~>, 
I'l'3 

we see that it follows from [X, yi(l)] = ° that 

x(I'I~, IIa) = x(I)c5II ,tJI3la' 

and from [X, yi(c/»] = ° and (11) and (12) that 

CI( c/»x(I + 1) = x(I)CI( c/». 

(24) implies that, unless I is the highest I in the space, 
there always exists a c/> such that CI(c/» ¢ 0. Hence, 
x(I) is independent of I, and X is a multiple of the 
identity operator. I 

The solution of the functional equations will depend 
strongly on the nature of the algebra {c/>}. 

In particular, if {c/>} is a finite commutative algebra, 
one ends up with representations of finite-parameter 
Lie algebras. 

Of more concern to us in the problem of repre
sentation of current densities is the case of function 
algebras with pointwise multiplication. 

In the following section, the explicit solutions of 
(26) and (27) will be found, for {c/>} an algebra of 
polynomials in three variables with pointwise multi
plication. 

4. SOLUTION OF THE FUNCTIONAL EQUA
TIONS FOR AN ALGEBRA OF POLYNOMIALS 

In this section {c/>} is an algebra of polynomials in 
three variables. A basis for this algebra may be written 
{xf, xg, x;; p, q, r = 0, 1 ... }. The equations to be 
solved are (26) and (27). (26) may be written in the 
form 

C(..J...J. - !(C( c/>~) C ..J. C( c/>~) C( c/> ») 
'f'l'l'2) - 2 C( c/>l) ('1'2) + C( c/>2) 1 

if C( c/>l) and C( c/>2) ¢ 0, (38a) 

C( c/>c/>l) = C( c/>c/>2) if C( c/>l) and C( c/>2) ¢ 0 
C(c/>1) C(c/>2) 

and C(c/» = 0. (38b) 

First we note that the boundary condition C(l) = 0 
satisfies (38b). 

Next, we restrict ourselves to a subalgebra of 
polynomials in one variable only, {cp",} = {xll;p = 0, 
1,2, ... }, and prove the following: 

The complete specification of the functional C(c/», 
a solution of Eqs. (38), requires that at most C(x), C(X2), 
and C(xa) be given. 
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(a) Suppose that C(x) = O. Now, either C(Xk) = 0 
for all k or there is one k for which C(xk) ;to O. From 
(38a) it now follows that, if C(xa) = 0, C(xP) = 0, 
and C(XK) ;to 0, then C(xa+p) = 0. 

Proof: 

C[(xa + XK)XK ] 

1 (C(x2"') + C(X2K) + 2C(xK+a
) K 

= 2: C(xa) + C(xK) C(x ) 

C(X
2K

) C(XK») , + C(xK) 

0= lC(x2a
), 

C[(x'" + xP + xK)xK] 

= t[C(X21t) + C(X2fJ) + C(X2K) + 2C(xHP) 

+ 2C(xlt+K) + 2C(xP+K) + C(X2K)] 

==> C(xlt+p) = 0. 

Now, using this result, one concludes that, if 
C(x) = 0, it is also zero for all the subalgebra gener
ated by x. 

(b) Assume that C(x) ;to O. 
(i) If C(X2) = ° and C(x3) = 0, it follows from 

the result above that C(xP) = 0 for all p > 1. 
Oi) If C(X2) = 0 and C(x3) ;to 0, it follows that, 

for all the even powers of x, C{X2K) = ° and, for all 
the odd powers, C{X2K+1) is uniquely determined 
from (38b): 

C(x3
) _ C(x5

) _ C(x7) _ ... 
C(x) - C(x3) - C(x5) -

(iii) If C{X2) ;to 0 and C{x3) = 0, we see first that 
C{x3P) = O. From (38a) 

3 1 (C{X4) C(x
2
) 2 ) 

C(x ) = ° = - - C(x) + - C(x) . 
2 C(x2

) C(x) 

This implies that C(X4) ;to 0. From (38b) we then write 

C(X4) C(x5
) C(X7) C(x8

) C(x10
) 

C(x) = C(x2) = C(X4) = C(x5) = C(X7) = ... 

implying that C(XK);tO 0 for K;tO 3p and that its 
values are uniquely determined from the knowledge 
of C(x) and C(X2). 

(iv) Let C(X2) ;to 0 and C(x3) ¢ 0. From (38a) it 
is easily seen that, once C(x) , C(X2) , and C(x3) are 
known and different from zero, the values of C(XK) 
for K > 3 may be computed according to the following 

pattern: 

/~/~~~\ 
1 2 3", 4 5 6 7 

\~~V"':/ 
4 6 8 10 

The diagram means: Putting in (38a) 1>l=Xl and 
1>2 = x2, with C(x3) being known, one determines 
C(X4); putting 1>1 = Xl and 1>2 = xS , with C(X4) known, 
one determines C(x6); with 1>1 = X2 and 1>2 = x3, 

C(x6 ) being known, C{x5
) is determined, etc. 

If in this process no C(xK) = 0 is found, then the 
process may be carried on and any C(xK) uniquely 
determined from the knowledge of C(x), C(x2), and 
C(x3). Suppose now that, for a given p ~ 4, C(xP) = 0 
and that C(xq) ¢ 0 for q < p. 

From the result proved in (a), C(xP) = 0 implies 
C{xKp) = ° for any positive integer K. From (38b) 
one writes 

C(x'P+1) _ C(X'P+2) _ ... _ C(X2'P-l) 

C(x) C(x2) - C{X'P-l) . 

So, if one of the terms C{xP+1) ..• C(X2P- l ) IS 
known, all the others are: 

° = C(x!P+1X!V-l) 

= ~(C(XP+2) C{xiV- l) + C(X
V
-

2
) C(xiv+1»), 

2 C(x!V+1) C(X!V-l) 

p even. 

Since p ~ 4, ip + 1 < p and the second term on the 
right-hand side is different from zero, thus implying 
that C(XP+2) determined by the above equations is 
also different from zero: 

o = C(x!('P+1)Xi ('P-l» 

= !( C(x
P
+1) C(xi('P-l» + C(X'P-

1
) C(X!(V+l»), 

2 C(xi ('P+1» C(xi ('P-ll) 

podd. 

As before, p ~ 5 implies l(P + 1) < p and 
C(Xi<V+l» ¢ O. Then C(xP+1) is determined and 
different from zero. 

In both cases all terms from C(xP+1) up to C(X2'P-l) 
are determined and different from zero. From (38b) 
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we may then write 

C(x
P+

1
) = ... = C(X

2P
-

1
) C(X2P+l) 

-
C(X) C(X"-l) C(XP+1) 

C(X3P- 1) C(X3P+l) 

= C(X2P- 1) = C(X2P+l) , 

and the conclusion is that all the C(xa) are deter
mined and all different from zero except when IX = Kp. 
This completes the proof of the result stated above. I 

The explicit construction of the general solution of 
Eqs. (38) may now be carried out assuming arbitrary 
values for C(x), C(x2), and C(x3) and iterating the 
equations. For the sake of brevity, we just present 
the final result and then verify that it satisfies (38a) 
and (38b) and the results proved above. 

For an algebra of polynomials on one variable 
{4>(x)}, the general solution of the Eq. (26) is 

C(4)(x)) = (Cf2'fJ)[4>(e + 'fJ) - 4>(e - 'fJ)], (39) 

Q(4)(x)) = H4>(e + 'fJ) + 4>(e - 'fJ)], (40) 

where C and e are arbitrary real numbers and 'fJ is 
arbitrary and either real or purely imaginary. 

It is a trivial matter to verify that (39) and (40) 
satisfy Eq. (26) or its equivalent form (38). They also 
satisfy the boundary conditions. We now verify that 
the three independent parameters C, e, and 'fJ allow 
arbitrary specification of C(x), C(x2) , and C(x3

) in 
accordance with the previous result, thus proving that 
(39) and (40) provide the most general solution. 
From (39) 

C(x) = C, C(X2) = 2Ce, C(x3) = C[3e2 + 'fJ2]. 

Thus if C and e are real and arbitrary and 'fJ is either 
real or purely imaginary, one may arbitrarily specify 
C(x), C(x2), and C(x3). One also sees that, if C(x) = 0, 
all the C(Xk) are zero and, if C(x) =;!= ° and C(X2) = 
C(x3) = 0, then all the others are zero, in accordance 
with what was proved in (a) and (b). 

So far we have used Eq. (26) only. Substitution of 
(39) and (40) in (27) shows that this one is verified too, 
if 

Consider now the 3-dimensional case, 

{4>} = {xi, x~, x;}. 

Solving for each one of the three subalgebras {4>.,), one 

gets 

C(4)i(Xi)) = (Ci/2'fJi)[4>i(ei + 'fJi) - 4>i(ei - 'fJi)], 

Q(4)i(Xi)) = H4>i(ei + 'fJi) + 4>i(e i - 'fJi)]' 

Using these solutions with different i's in Eq. (26), 
one concludes that 

The general solution for the 3-dimensional case is then 
written 

c(4)) = C[2(,f'fJ;)lrl[4>(£ + YJ) - 4>(£ - YJ)], (41) 

Q(4)) = U4>(£ + YJ) + 4>(£ - YJ)], (42) 

where C is an arbitrary real number, £ an arbitrary 
real vector, and YJ an arbitrary vector, whose com
ponents are either all real or all purely imaginary. 

In this case one obtains from (27) 

This solution was derived for a polynomial algebra. 
From its form one sees clearly, however, that it still is a 
solution for any other function algebra with pointwise 
multiplication, provided that the functions are 
defined at the evaluation points. 

For a general function algebra, YJ will not be allowed 
to take imaginary values unless all functions of the 
algebra have analytic extension and the evaluation 
points are in the common domain of holomorphy; 
for then 4>(£ + ilX) ± 4>(£ - ia.) is respectively real 
or purely imaginary, and Q(4)) and c(4)) are again 
real functionals. 

Combining now (24) and (25) with (41) and (42) 
and using a standard notation for the point evaluation 
functionals, we write the final result for the reduced 
matrix elements, 

A l +1(4)) = Cl (4)) 

.[( y2 2) [(1 + 1)2 - 1~] Jl 
= ell (1 + 1)2 - ,f 'fJi (21 + 3)(21 + 1) 

X [2(,f'fJ~)lrl[I5'+"l4» -15.-,,(4))], (43) 

Bl (4)) = yIo [2(L'fJ~)!J-l[I5'+"(4» -15.-,,(4))] 
1(1 + 1) i 

(44) 

The constant C present in (41) was absorbed in y. Each 
singleton representation is thus characterized by 
(/0' y, £, YJ). From point (vii) in the main result of 
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Sec. 3, one has 

2 

Y - ~ ')'J~ "0 for all 1's in the space,' 
(1 + 1)2 f'" c.. 

this implies that, for Yj real and different from zero, 
the representation space is finite dimensional, with 

Imax = Iyl [ + (t 'YJ~)irl_ 1 

and 

Iyl [+(t'YJ~)*rl= n, 

where nand 10 are simultaneously integers or half
integers, For Yj = 0 or Yj purely imaginary, the 
representation space is infinite dimensional. 

For IYjI = 0, the functional C(cP) should be written 

C(cp) = CVcp. ~. (45) 

Restricting ourselves to the case of more general 
utility, that is, the one with Yj real, one sees that IYjI 
plays an essential role determining the structure of the 
representations. They belong to two different classes: 

(n IYjI = 0: infinite dimensional and y is not 
quantized; 

(II) IYjI ¢ 0: finite dimensional and y is quantized. 

5. CONSTRUCTION OF PHYSICAL SPACES 

The representation spaces of the commutator (3) 
derived in Secs. 3 and 4 are denoted Je(lo, y, E, Yj). 
The vectors in this space will be characterized by 
110YEYjI/a). With the exception of 10 , I, and la, the 
physical meaning of the other quantum numbers is as 
yet unknown. It will be shown in this section that, 
using the transformation properties of the matrix 
elements of the charge densities, one is able to identify 
the nature of E and Yj and, by forming direct integral 
spaces, to construct states of well-defined momentum 
and rotational properties. 

The transformation properties to be considered are 

e-iP'XVo(O)eiP.X = Vo(x), (46a) 

U(R)VO(X)U-l(R) = Vo(Rx). (46b) 

P is the spatial momentum and R is a proper rotation. 
One cannot derive any constraints from the 

invariance under time translations because the commu
tators of the charge densities are equal-time commu
tators; also, one does not consider pure Lorentz 
transformations because the right-hand side of (46b) 
would then contain contributions from the space 
components Vi(Rx), whose representations are un
known. One starts by rewriting the matrix elements 
of the charge densities as distributions on the space 

(45) 

variable x: 

A1+1(X) = C1(x) 

.[( y2 2) (l + 1)2 - 1~ ] 
= El' (1 + 1)2 - t1)i (21 + 3)(21 + 1) 

1 
x - [6(x - E - Yj) - 6(x - E + Yj)], 

21Yjl 

B1(X) _ y10 _1_ 
- 1(1 + 1) 2 IYjI 

x [6(x - E - Yj) - 6(x - E + Yj)] 

- U6(x - E - Yj) + 6(x - E + Yj)]. 

(47a) 

(47b) 

From (47) one sees that (46a) will be verified if the 
state vectors 11oYEYjI/a) transform under translations 
as follows: 

e-iP.x 11oYEYjIIa) = I/oYE: + xYjIIa). (48) 

They are thus shown to represent localized states, 
E being the average position. 

Forming a direct integral space (in E), one may 
define momentum states 

Je(1o, y, Yj) = f dEJe(Io, y, E, Yj), (49) 

IIoyKYjIIa) = f eiK.E IIoYEYjIIa) dE. (50) 

The direct integral space Je(/o, y, Yj) is no longer 
irreducible under the algebra of the charge densities 
{Vi(x)}, but is irreducible under the enlarged algebra 
{Vi(X), P}. Choosing for the generalized states 
I/oYEYj//a) the normalization 

(IoYE'YjI'I~ I loYEYjIIa) = 6(E' - E)61'1d1'sls' (51) 

one has, for the momentum states (50), 

<IoyK/YjI'I~ I IoyKYjIIa) = (27T)ad(K' - K)dl'ldl'sls' 

From (47) and (50) one computes the reduced matrix 
elements between momentu:t:rl states in the space 
Je(/o, y, Yj): 

(K'II Cl(x) 11K) 

[( 
y2 2) (1 + 1)2'_ 1~ J! 

= E1 (I + 1)2 - t 1)i (21 + 3)(21 + 1) 

sin (K - K') • Yj i(K-K').x 
X e, (52a) 

IYjI 

(K'II B1(X) 11K) = (_ iylo sin (K - K') • Yj 
1(1 + 1) IYjI 

- cos (K - K'). Yj)ei(K-K').X. (52b) 
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F or the F ourier transform of the charge density, 

Vo(q) = J Vo(x)e iQoXd3x, (53) 

(K'II Cl(q) 11K) 

[( 
y2 I 2) (l + 1)2 - I~ J\2 )3 

= EI (l + 1)2 - i 'f}i (21 + 3)(21 + 1) 7T 

X sin (K ~I K') • 't} b3(K + q _ K'), (54a) 

(K'II BI(q) 11K) 

= (_ iylo sin (K - K') • 't} 

1(1 + 1) l't}l 

- cos (K - K'). 't})(27T)W(K + q - K'), 

(54b) 

Under rotations they transform: 

where D(R)(8) is the rotation matrix for spin (s). 
Ifthe normalization (51) is extended to 

(IoY€' l't}l O'¢'I'I~ I IoY€ l't}l OcplIa) 

= b(€' - €)b(cos 0' - cos O)b(r/>' - r/»bnbl,h., 

(51') 
going now to the rotation invariance, one sees from then for the states (57) we get 
Eqs. (52) that (K'II CI(Rx) 11K) and (K'II BI(Rx) 11K) 
would contain the factors «(loY 1't}J)K'S'M'I'I~ I (loY 1't}J)KSMII3) 

(K - K') • Rx = R-l(K - K') • x, 

and 
(K - K') • 't} = R-l(K - K') • R-l't} . 

This shows that (46b) will be satisfied if under 
rotations the states transform as follows: 

where feR) is an arbitrary phase factor that may be a 
function of the rotation and of the quantum numbers 
of the state as well. The transformation law (55) 
implies that one should extend the space Je(Io, y, 't}) 
to a space Je(Io, y, I't}!), allowing for all directions of 
't} but maintaining its modulus fixed (thus maintaining 
the spectrum of y fixed-see Sec, 4): 

Je(lo, y, l'lJi) = J do'1)Je(lo, y, 't}). (56) 

In Je(Io, y, l't}l) we construct now states with well
defined rotational properties. 

Consider first the case of integral spin states. 
Making feR) = 0, one reduces (55) to 

U(R) IIoyK't}IIa) = I IoyRKR't}IIa). (55') 

We define the states 

l(loY 11]J)KSMlIa) = f do'1)YSM(01) ' cp1) IIoyK't}IIa), 

(57) 

where Y SM(°1) , CP1) are the spherical harmonics. 

= (277Yb(K' - K)bs'sb M' Mbnbl'ala' (58) 

With feR) = 0 we have thus constructed a space 
Je1(lo, y, I't}!), irreducible under the algebra {Vi(X), 
P, Mii} (where the Mii are the generators of rotations) , 
that contains all integral spins but is bounded in 
isospin when 1'lJ1 ¢ O. 

For states of half-integral spin the construction is 
analogous. One has to find functions FSM(O, r/» such 
that the state 

l(loY l't}I)KSMIIa) = J dO,1)F SM(01) , r/>1) IIoyK't}lIa)! 

(59) 

has under rotations the transformation property 

U(R) l(loY l't}I)KSMlIa) 

= I D(R)<;j'M l(loY 1't}J)RKSM'lIa), (60) 
M' 

where D(R)(') is now a rotation matrix for half
integral spin. By analogy with the well-known 
relation 

! 
YSM(O, cp) = eS

4: 1) D<;jo(r/>, 0)* 

1 
= (2S + 1) D(s) (0 -0 _-I.) 

47T OM, , '1" 

we conjecture FSM(O, cp) to be proportional to 
Di1[(0, -0, -cp). From the group property 

D(s) ( ) ~ (s) (s) 
!M RIR2 =,£., D1M,(R1)D M' M(R2), 

"ll' 
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one derives the transformation properties of 

Di~iO, -(), -cp): 

2 Di%-,(o, -(), -cp)D<;}'2I1(a, p, y) 
211' 

(s), -1 -1..1. = Dt2l1(a (R), -R (), -R 't') 

= e-tia'(R)Dt~(O, _R-1
(), R-1cp), (61) 

where R is the rotation defined by the Euler angles 
(a, p, y) and 

a'(R) = a'«(), cp, R) 

(
sin () cot p ) 

= arccot. - cos () cot (cp - a) . 
sm (cp - a) 

The presence of the phase factor a'(R) shows that, in 
contrast to D~~if(O, -(), -cp), the set Dtiio, -(), -(p) 
is not closed under rotations. One observes, however, 
that, since the factor exp [- tioc' (R)] is only a function 
of R, (), and cp and not a function of S or M, one can 
make the states (59) have the right transformation 
properties (60), if one uses the freedom of choice of 
the phase in (55): 

U(R) IIoyK IYJI (), cpII3>t 
= e-ii2'(R9.R4>.RllloyRK IYJI R«(), cp)II3>t. (55") 

With (55") and (61) it is a trivial matter to verify that 
the states (59) obey the transformation relation (60) 
with 

Fs2I1«(), cp) = [(2S + 1)/47T]tD~1(0, -(), -cp). 

The factor [(2S + 1)/47T]t was added to endow the 
states with the same normalization as in (58). 

With /(R) as defined in (55"), a space Je2(Io, y, IYJI) 
is thus obtained that contains all half-integral spins, 
is irreducible under {Vi(X), P, Mij}, is bounded in iso
spin for IYJI ~ 0, and is unconnected to Je1(Io, y, IYJI). 

The reduced matrix elements of the charge densities 
in the spaces Je(Io, y, IYJi) are now 

(S'M'K'II CI(q) IISMK> 

[( 
y2 2) (I + 1)2 - I~ Jt (27T)3 

= £1 (I + 1)2 - IYJI . (21 + 3)(21 + 1) I;j/ 
x r(S'M', SM)b3(K + q - K'), (62a) 

(S'M'K'II B1(q) IISMK) 

. I ) = (_ zy 0 r(S'M' SM) - L (S'M' SM) 
IYJI I(I + 1)' , 

x (27T)3b3(K + q - K'), (62b) 
with e {2lT 
2 (S'M', SM) = L1d(COS () Jo dcpK;'lIl'«()' cp) 

x cos(IK - K'IIYJI cos ()Ks2I1«(), cp), 
(63a) 

r( " ) K. - K; f n * cp S M ,SM = duKs,u'«(), ) 
IK-K'I • 

x sin (IK-K'IIYJI cos ()KSJf«()' cp). (63b) 

In Eqs. (63) K s2I1«() , cp) = YS•ll«(), cp)for integral spin, 
K S2I1 «(), cp) = FS2I1 «(), cp) for half-integral spin, and 
K - K' was taken to lie along the z direction. 

We have thus shown the feasibility of the approach 
proposed in Sec. 1. Matrix, elements of the charge 
densities between states of well-defined momentum 
and rotational properties were obtained. The states 
are not necessarily I-particle states. 

Besides the commutator (3) that was our starting 
point and translational and rotational invariances, 
our only additional assumption is the singleton 
character (in isospin) of the representations. The 
representations belong to two rather different classes, 
the one with IYJI = 0 and those with IYJI ~ O. We 
have already pointed out, in Sec. 3, the distinct 
behavior of these classes concerning isospin dimen
sionality and spectrum of y. 

Here too one notes from (63) that, while for IYJI = 0 
the matrix elements display a trivial momentum 
transfer dependence and would give rise to constant 
form factors like the ones that field-theoretical point 
particles have, for IYJI ~ 0 the momentum transfer 
dependence is nontrivial and the representations may 
be suited to describe particles with structure. 

Notice that these nontrivial states appear not as a 
result of nonlocality or finite-length assumptions, 
but merely as another representation possibility of an 
algebra that is strictly local, in much the same way 
as the Heisenberg algebra possesses representations 
of quite distinct nature for Ii = 0 and Ii ~ O. This 
suggests then that a systematic study of the repre
sentations of the infinite-parameter algebras of local 
operators may be the natural way to generalize the 
usual field theoretical structures. The appearance 
of the two kinds of structures is a result of the 
particular form of the functional equations (26) and 
(27) that in turn are a consequence of the commuta
tion relations (3). 

A natural question to ask is whether all Lie algebras 
when written in unintegrated form lead to functional 
equations whose solutions display a nontrivial space 
dependence. That this does not seem to be so follows 
from a study of an unintegrated version of the 
Euclidean algebra. 7 The conclusion is then that states 
with nontrivial structures are obtained as a result of 
the algebraic coupling of internal symmetry (inte
grated Lie algebra) and the space dependence (algebra 
of the cp's) and that this coupling does not seem to 
occur for all types of Lie algebras. 
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In this paper we want mainly to show the poten
tialities of infinite-parameter Lie algebras studied 
according to the approach proposed in Sec. 1. In 
Sec. 5 only the model-independent implications of 
the representations derived in Secs. 3 and 4 were 
considered. In this way we are still left with the 
parameters y and 1'111 physically unidentified. We 
leave model construction, the derivation of the 
invariant form factors that is referred to below, and 
comparison with experimental data and the results of 
canonical field theory for a future paper. As a last 
remark we notice that the fact that Eqs. (62) are not 
manifestly covariant should not come as a surprise. 
The choice of equal-time commutation relation, 
which was our starting point, already implies a 
particular choice of frame. Also the fact that we are 
dealing with the time components of the currents 
only prevents us from extracting model-independent 
information from the invariance under pure Lorentz 
transformations. 

Had we found manifestly covariant expressions 
for the matrix elements written in (62), the invariance 
under pure Lorentz transformations would have been 
guaranteed. This then suggests that the so far un
specified frame be chosen in such a way as to make 
(62) manifestly covariant. The infinite momentum 
frame was found to satisfy this condition for spin 0 
and !, and we were able to derive invariant form 
factors for these cases. The uniqueness of this solution 
and whether it applies in general remains to be 
checked. 

When this last operation is included in the present 
approach, the sequence of its steps becomes the reverse 
of the one in the Dashen-Gell-Mann approach. 
Whereas in the DG approach the choice of the 
infinite momentum frame is the initial step, here 
the choice of a particular frame is the last one. The 
motivations, however, are rather different. Whereas 
in the DG approach the infinite momentum frame 
is chosen to simplify the momentum dependence of 
the matrix elements and to ensure that the repre
sentation space contains only I-particle states (with 
this last implication dependent on field theoretical 
considerations), here a particular frame is picked up 
to ensure manifest covariance of the final results. 

It is our opinion that the approach here proposed, 
being free of the ab initio kinematical constraints, is 
very suitable for the exploration of the structural 
richness of the infinite-parameter Lie algebra of local 
operators, namely for the study of the above discussed 
algebraic coupling of internal symmetry and space
time dependence, if this turns out to be physically 
significant. One might also get more definite indica-

tions with respect to the physical suitability of the 
infinite momentum limit. 

6. ADDITIONAL REMARKS AND RESULTS 

Since this paper was first written (June 1969), 
further results have been obtained by the authors and 
by other researchers that helped to shed light on the 
constructional approach to the representation of 
current algebra proposed in Sec. 1 and on the struc
ture of the irreducible representations derived in Secs. 
3 and 4. The purpose of this section is to make a 
very brief summary of those developments. 

The technique used in this paper for the construc
tion of the irreducible representations of the algebra 
{Vi(4))} was an inducing technique on subspaces of 
the subalgebra {Vi(I)}. Instead of diagonalizing the 
integrated sub algebra {Vi(I)}, one could also think of 
diagonalizing the generalized Cartan subalgebra [in 
this case {V3(4))}].8 Using this alternative approach 
and standard techniques of rigged Hilbert space, we 
were able to prove, under very mild restrictions, that, 
given any algebra {Fi (4))} satisfying the commutation 
relations 

[Fi( 4>1), Fi( 4>2)] = itikFk( 4>14>2) 

such that {Fi(l)} is semisimple, then in any repre
sentation of such an algebra the operators that 
correspond to F i (4)) satisfy the following factorization 
formula: 

Fi( 4» = f dv(x)4>(x)F i(x). 

Although this formula and the defining relation (2) 
look remarkably alike, the power of the result lies in 
the essential arbitrariness of the measure v on the set 
{x} of points in 3-space. The factorization formula 
suggests that the representations of the current 
algebra belong to as many classes as the number of 
possible choices of the measure v. A natural division in 
two large classes is obtained immediately: The first one 
contains the case where v is a finite discrete measure, 
the second the case where v is infinite discrete or 
continuous. The second class will lead, in general, to 
representations in nonseparable Hilbert spaces. 

A complete classification of the representations of 
the first class was first worked out in rigorous terms 
by Joseph.10 One obtains essentially two subclasses: 
one corresponding to representations of tensor 
product algebras Q9n {Fi(l)}, the other corresponding 
to representations of algebras obtained by contraction 
of the tensor products. The representations of the 
tensor product subclass had already been obtained 
by Roffman. 9 

In the light of the factorization formula, one also 
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sees that the catalog of representations of Chang, 
Dashen, and O'Raifeartaigh,ll because of the non
rigorous nature of its derivation, is not complete,12 
and it leads, in fact, to a classification of representa
tions of the first class. Their results, although less 
detailed, are essentially those of Joseph's paper. 

We are now ready to see where the irreducible 
representations derived in Secs. 3 and 4 fit in the 
general scheme outlined above. It turns out that 
the representations, with IYJI ":/= 0 and real, belong to the 
direct product subclass with an SU2 x SU2 structure 
and those with IYJI = 0 belong to the contracted sub
class with an £(3) structure. This connection was first 
pointed out by Joseph.13 The solutions of the func
tional equations of Sec. 4 that correspond to IYJI 

imaginary do not appear in the above classifications 
because they do not lead to continuous representations 
if {c/>} is a subalgebra of the algebra of continuous 
functions containing the identity and separating 
points, with the usual topologies implied. 

The above considerations and identifications apply 
to irreducible representations as those of Secs. 3 and 4. 
In Sec. 5, to obtain states that are eigenstates of 
momentum and have well-defined rotational proper
ties, we had to form direct integral spaces that are 
no longer irreducible under the action of the charge
density operators. It is clear, in fact, that, using 
current algebra representations of the first class, one 
will always have to form reducible representations 
via direct integrals to obtain physical states. It is an 
open question whether physical states may be formed 
from irreducible second class representations. 

Another point that was studied recently pertains to 
the hypothetical existence of covariant results in this 
approach. It turns out that the sequence of operations 
proposed to form representations of the algebra of 
current-densities-nameIy, 

(i) study of the irreducible representations of the 
algebra, 

(ii) construction of states of arbitrary momentum 
and well-defined rotational properties via direct 
integrals, 

(iii) choice of a frame allowing covariance-
is, in fact, possible if the last operation consists in 
taking the infinite momentum limit. This results from 
a peculiar relation between sequences of rotations 
and the operators of the £(2) little group of the infinite 
momentum frame. We have thus found a partial 
answer to the open question of Sec. 5 that, as far as 
we can determine at the present time, seems to 
display the proposed construction as a probably useful 
step towards a solution of the problem of representa
tion of the local charge densities. Quasicovariant 

representations with nontrivial form factors and 
internal symmetry spectrum are obtained. They may 
be free from mass spectrum diseases, although this 
last point needs further checking. 

Detailed derivations pertaining to the results 
discussed in this section will be published in a forth
coming paper. 

Note Added in Proof' Because the word spin used 
to qualify the states constructed in Eqs. (57) and (59) 
may be a source of misunderstanding, it should be 
emphasized that these states cannot be identified at 
finite momenta with elements of a Wigner canonical 
basis of the Poincare group. Had they been identifiable 
with physical states, Eqs. (62) would have been mani
festly covariant, as pointed out in Sec. 5. We might, 
however, hope that the Kv - 00 limit of our con
struction coincides with the infinite-momentum limit 
of the charge-densities' matrix-elements between 
physical states. Thus, it is only at infinite momentum 
that our S can be related to the eigenvalues of Wa WIT, 
the square of the Pauli-Lubanski operator. The 
authors are grateful to Professor S. Coleman for 
raising this point. 
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A generalized SU(2) spinor calculus is established on the "background space" Va of the stationary 
space-time. The method of spin coefficients is developed in three dimensions. The stationary field equa
tions can be put to a form which in Va is analogous to the Newman-Penrose equations. A Va filling 
family of curves is determined by the gravitational field and is called the eigenray congruence. Stationary 
space-times may be characterized by the geometric properties of eigenrays. The relation of this classifica
tion to the algebraic ones is discussed. The method of solving the equations obtainable for various 
classes is illustrated on the case of nonshearing geodetic eigenrays. Assuming asymptotic flatness, we 
obtain the Kerr metric. 

1. INTRODUCTION 

The spinor calculus has recently been widely 
recognized as an important mathematical tool in the 
study of general relativity. Probably the most signifi
cant approach to melting the generalized notion of 
spinors into the theory was developed in the paper of 
Newman and Penrose. l The considerable advance in 
understanding the structure of the gravitational 
radiational field,2 discovery of new exact solutions of 
the gravitational equations,3 and realization of so far 
unknown conserved quantities4 are the most important 
results based on NP. 

Up to now, however, the striking successes of 
spinor methods did not extend to the theory of 
gravitational fields admitting Killing motions. Killing 
vectors could not be fitted suitably in the spinor 
formalism, and the only attempt to unify spinor and 
Killing vector techniques5 apparently did not settle the 
problem. 

In this paper we want to outline a more useful 
spinor approach to space-times admitting Killing 
motions. In what follows, for the sake of simplicity, 
we shall deal with stationary gravitational fields only, 
noting that the formalism equally well applies to 
spaces with arbitrary Killing fields. Our method is 
based on realizing that the stationary space-times 
permit us to introduce a new "relativity theory" in 
three dimensions where all methods (like spinor 
technique) of the theory can once again be put into 
action.6 

this interpretation we refer the reader to Ref. 8. The 
timelike Killing vector field distinguishes a direction 
in every point of the stationary space-time. Conse
quently, the SL(2, C) -+ SU(2) contraction of the 
tetrad rotation group occurs. Usually this contrac
tion is executed by making spinor components of 
lower primed index equal to those of upper unprimed 
index.9 This procedure will now be generalized in a 
covariant manner which makes it easy to go over to 
other subgroups of SL(2, C). 

In Sec. 5 we shall develop the method of spin 
coefficients in the "background" space Va and find 
the relations between the spinor quantities defined in 
the 4-dimensional space-time and in Va. The station
ary Einstein equations manifest themselves in the 
form of scalar differential equations which are the 3-
dimensional analogs of the Newman-Penrose equa
tions (NP) , as will be shown in Sec. 6. Again the 
equations have strict geometric meaning, which fact 
will be exploited in establishing an invariant classifi
cation of the fields in terms of the "propagation" 
properties of a certain congruence of curves in the 
background space. These curves, called the "eigen
rays," are uniquely defined in Va by the gravitational 
field itself. 

Up to now the Kerr metric appeared an "incident" 
solution of the stationary gravitational field equa
tions.Io In Sec. 7 we shall show how this solution can 
be obtained systematically from the governing 
equations of stationary gravitational fields. It will be 
seen that the eigenrays of the Kerr metric are shear 
free. The results for stationary metrics with shearing 
eigenrays will be published elsewhere. 

After a brief survey of the stationary gravitational 
equations (Sec. 2), we shall develop the spinor algebra 
and analysis (Sees. 3 and 4, respectively) in stationary 
space-times. 

In curved space, a generalized version of SL(2, C) 2. STATIONARY FIELD EQUATIONS 

spinor calculus has long ago been introduced in the We now briefly recapitulate the theory of stationary 
literature. 7 The SL(2, C) group of which the spinor space-timesY-la . 
representations are dealt with here is the tetrad The stationary gravitational fields are characterized 
transformation group. For a detailed treatment of by the existence of a timelike Killing vector field all 

3383 
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satisfying14 

alli v + avl ll = O. (1) 

The coordinate system can be chosen such that 
XO = t is the trajectory of motion. Then we have 

afJ = bg (2) 

and gfJV independent of t. 
We write the line element of the 4-dimensional 

space-time V4 in the form 

(3) 

Equation (3) may be regarded as the definition of the 
"background" Va with the spacelike line element 
ds2 = gik dXi dXk. 

The t-independent form (3) of the line element is 
preserved by the following transformations: 

Xi' = xi'(x j
), 

t' = t + to(x j
). 

(4a) 

(4b) 

The (3 + 1) decomposition of the 4-dimensional 
Ricci tensor yields the relations 

(5) 

Gi;j - Gj;i + G/ij - GiG j = -il-2EijkR~(g)!, (6) 

n n -2 -kl -Rij + Gi\Jj + \JiGj = 1 (gikgjlR - gijRoo)' (7) 

Here the complex 3-dimensional vector Gi is defined 
by 

def 
Gi = &;/2/, 

where, following the notation of Ernst,l1 

& defr + . 
i = .. i Upi' 

c.!£.f j;k( )!/2 fIJi - EijkW g . 

Now the Einstein equations 

RfJV - igfJvR = -kTp.v 

(8) 

(9) 

(10) 

(11) 

are to be imposed upon the Ricci tensor Rllv of V4 

in identities (5), (6), and (7). In the absence of matter, 
the right-hand sides vanish. 

Formally, in Eqs. (5)-(7) and (11) a 3-dimensionaI 
relativity theory in Va in the presence of an additional 
complex "material" vector field is comprised,S (7) 
providing the Einstein equations and (5) and (6) the 
"matter equations" in V3 • 

3. SPINOR ALGEBRA 

Spinors are connected with world tensors by the 
quantities (Jp.AB' satisfying7 

(12) 

in each point of V4 • Now the coordinate system is 
chosen according to Eq. (2) such that (1".1]]' need not 
depend on t. Actually, we shall always take (1".1J!' 

independent of t. For a fixed ft, [(J"AlJ'] is a 2 x 2 
Hermitian matrix: 

(13) 

Spinor indices are raised and lowered by means of the 
real antisymmetric metric spirior EAlJ according to the 
formulas 

e1 = EAB~lJ' 

~A = ~BEBA' 
EAB can be chosen such thaF 

(14) 

(15) 

(16) 

In stationary space-time the Killing vector a" 
contracted with the connecting quantity (1"AlJ' yields a 
link between primed and unprimed spinor compo
nents. With the choice (2) of the coordinate system, 

(17) 

The (3 + 1) decomposition of the defining equation 
(12) of (J'S yields 

C' l.f. 
(JOAC,(JOB = 2J EAB 

and, introducing the quantities (J~B by 

(J~B ~f ( - 2! /f)(J~C,(JOB c', 

(J~B - akA = O. 

(18) 

(19) 

(20) 

From the spacelike components of Eq. (12) we get 

(21) 

By use of the identity 

(22) 

it is an easy exercise to derive the useful formula 

(JiAB(J~D = -t(EACEBD + EADEBd. (23) 

The quantities [diAB] satisfy the commutation re
lations of the generators of an SU(2) group: 

(24) 

This equation can be proved to hold at any point of the 
space-time by introducing locally Minkowskian 
coordinates. 

The invariant dOAB' relates an arbitrary spinor $.1 
with 

(25) 
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~tA will be called the adjoint of e. In stationary 
space-time a special representation of [(21.f)10'/B'] 
is the unit matrix. On restricting the spin transforma
tion group to SU(2) which preserves the form of unit 
matrix only, one would get to the usual SU(2) spinor 
calculus and could drop the trivial (2Jf)~0'0AB' factors. 
However, we now will not use this restriction in order 
to make the method applicable for arbitrary Killing 
motions. 

The adjunction operation, applied twice to a first 
rank spinor ;.1., affects as a factor ( -1): 

tt t 
~ A = -"A' (26) 

The complex conjugate of a scalar product of two 
spinors: 

Especially, 
Et iiA' 'Y)ttA 
"A"/ = '/.1." . 

We define the norm of a spinor by 

W1 2 ~ ~tA~A' 

(27) 

(28) 

(29) 

With the special representation of (21J)~0'/B' we have 

(30) 

so that the norm is real and nonnegative. 
Higher-rank spinors under adjunction operation 

may behave in a definite manner. For example, in our 
formalism 

t 
(JAB = -(JAB (31) 

corresponds to the usual notion of hermiticity [note 
the minus sign in Eq. (31)]. Actually, by use of Eq. 
(24) it can be proven that o'~B satisfies Eq. (31). 

4. SPINOR ANALYSIS 

The covariant derivative of a first-rank spinor $A 
taken in V4 is defined byB 

t def r- B 
"AI" = $A." - "A~B' (32) 

r" B A is called the spinor affine connection of V4 • 

Stipulating that the 4-covariant derivatives of o'"AB' 
and EAB should vanish, we get the explicit expression 
for the quantities r" B A: 

r/A = t(JaBF'«(JPAF,r,,/ + (J~F"I')' (33) 

In Va, the covariant derivative of a first-rank spinor 
is defined similarly: 

On requiring 

(JiAB;i = EAB;i = 0, 

riB A takes the form 

ri
B

A = _t(Jfa«(J~a.i + ri/(J~u). 

(34) 

(35) 

(36) 

We want to have r / A expressed in terms of r/ A' 

The results of the rather lengthy calculations are 

I'B 1 jB(' ° A = - 2)2 (J AUi' 
(37) 

r- B _ r B __ 1_ iB(' _i [;i IcB ! 
i 4. - i A I Wi(J AUi - I Eii/c (J A(g) . 

- 2v 2 2v 2 · f 
(38) 

Here we note that one has to take care of the 
commutation of covariant differentiation with adjunc
tion of spinor because [(21J)to'oAB'].; does not vanish 
necessarily. ' 

5. SPINOR BASIS 

In the spin space, a basic spinor dyad 'aA' 

'0.1. == 0A' '1.1. == lA' (39) 

is introduced, with the aid of which any spinor can be 
expressed as the set of its dyad components (NP), 
e.g., the spinor ~ABa' has the dyad components 

(40) 

the algebraic properties being unaltered in the dyadic 
form. The normalization is chosen to have 

for the dyad. 
(41) 

The spinor base fixes a basic vector tetrad (11', fi", 
m", m") in V4 by 

(42) 

m" = 0Aa"AB'lB" 

In Va, we adopt the vector base z~; m = 0, +, -, 
Z~ = Ii, 
i i 

z+ = m, (43) 

z~ = ff/, 

with Ii real and with the orthonormality properties 

[ZmiZ/] == [gmn] = [~ ~ ~], m, n = 0, +, -. 
010 

(44) 

This basis can be traced back to a novel spinor dyad 
'fJaA = ('fJA' 'fJ t A) with the norm 

'fJA'fJ tA = 1 (45) 

via the relations 

[i = _ 2t'fJAaiAB'fJ~, 
i . iAB 

m = 'fJA(J 'fJB' (46) 
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The 'YJ dyad is essentially a specialized SL(2, C) 
spinor base and in stationary space-times (with 
timelike Killing vector field) it may be called the 
SU(2) base. 

The transformation rule between the bases is of the 
form 

(47) 

with det [lXa b] = 1. In the following, we shall stick to 
the convenient particular choice 

of the , dyad. 

0..4 = (2/ f)t'f)A , 

tA = (f 12)t'YJ~ (48) 

Now the (3 + 1) decomposition of the basic tetrad 
in V, can be done. The results are 

TIL = [1\f-1 
- (liQ/)], 

mil = (f)[mi,-(miwi)], 

fill = -HIll + all. 
(49) 

The adjunction rules for 'f)-dyad components of 
spinors follow in a straightforward manner from the 
above definitions: 

ao) = at)I' 

at) = -(~t)o· (50) 

As it was found in NP, the Einstein equations can 
be put down as a set of geometric conditions for the 
spin coefficients r abed" The definition of spin coeffi
cients is taken as follows: 

r- de! r rA Il 
abed' = "'aAIIl"'b (Jed" (51) 

r abed' being symmetric in the first pair of indices: 

(52) 

That means that, in the general SL(2, C) spinor calcu
lus, one has 12 independent complex spin coefficients. 
In NP, each of the quantities rabcd' is denoted by a 
single Greek letter: 

rs:: 01 
00 or 11 

cd' 10 

In our curious "SU(2) formalism," a similar 
definition can be given for the spin coefficients: 

r def A i 
abcd = 'YJaA;i'YJb (J cd' (54) 

r abCd being now symmetric both in the first and second 
pair of indices: 

r abed = r baed = r aMe , (55) 

such that one has now four complex and one pure 
imaginary (rom) spin coefficient. With the individual 
nomenclature, we have 

x cd 
00 01} 

10 
11 

00 2-i (J -if 2-i p 

01} 
10 -iIC -1(2-i )£ -iR 

11 -rip -iT -ria 

(56) 

Here the numerical factors are introduced in order to 
make the final relations as simple as possible. 

We now need the notion of complex Ricci rotation 
coefficients which are the analogs of spin coefficients in 
vector terms: 

(57) 

Using the well-known correspondence between spin 
coefficients and Ricci rotation coefficients (NP) , we 
can express each of the Ricci coefficients according 
to the following table: 

~ -0 +0 +-

de! 
Ymnl1 = 

0 R IC £ 

~ ----- (58) 

+ p (J -f' 

- ii P ,T 

00' IC E 

rabcd' = 
iT 

A 

For the scalar differential operators Om == Z~Oi' we 
. (53) use the notation 

10' P 

01' ij 

11' l' 

& 

fJ 
--

Y 

ji. 

v 

00 = D, 0+ =~, 0_ = J. (59) 

The correspondence between SL(2, C) spin coeffi
cients and ours can be established by use of the 
decomposition (37) and (38) of the 4-dimensional 
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affine connections. We merely report the results: 

K = f-1(K - 2G+), € = (i)(2€ + Go - ( 0), 

if = (f1/2)K, P = p + Go, ii = a, 
T = _(f1/2)K, Ii = (f1/4)(2T + G_ - 0_), 

p = _(fl/4)(2T + 3G+ + G+), (60) 

y = -(f/8)(2€ - 3Go - ( 0), 

A = (f/2)ii, f1 = (f/2)(p + Go), 

v = (f1/4) ( -K + 2G_). 

These relations will be of great value when studying 
the 3-dimensional ray optics and Petrov types of 
stationary gravitational fields, in the next section. 

6. THE FIELD EQUATIONS IN NEW GUISE 

The identities (5), (6), and (7) are rewritten in 
terms of "triad components", i.e., with all quantities 
projected onto the vector base z;": 

Gm;m + YmnnGm - (Gm - Om)Gm = -A-, (61) 

Gm;n - Gn;m - YmPnGp + Y/ mGp - OmGn + GnGm 

= -i€mnpXp(g)l, (62) 

Rmn + GmOn + OmGn = 2<1>mn' (63) 

where the shorthand notation 

j - 2R- ~ A-00 - , 

f-2R-P~f p 
0- X, 

j -2( -ij iiR-) ~ 2m. R - g 00 ZimZjn - 'l!mn 

(64) 

(65) 

(66) 

is being initiated for the decomposed Ricci tensor of 
V4 • Together with the above relations, the Ricci 
identities in V3 , acting on the base vectors z;", are 

Rmnpq = Ymnp;q - Ymnq;p + y'mllY,np - y'mpY,nq 

+ Ymn,(y'pq - y'IlP); (67) 

the decomposition of the 3-dimensional curvature 
tensor into irreducible parts, 

R mnPIl = -gmpRnll + gmllRnp - gnqRmp + gnpRmq 

- !R(gmqgnp - gmpgnq) , (68) 

and the commutator of operations am acting on a 
scalar function cp (NP), 

({!:m:n - ({!:n:m = (Ym'n - Yn'm)({!:r, (69) 

are written out in full detail. From (61) and (62) we 
have 

DGo + JG+ + bG_ - (p + p)Go + (K - f)G_ 

+ (K - T)G+ - (Go - Oo)Go - (G+ - O+)G_ 

- (G_ - O_)G+ = -A, (70a) 

JGo - DG_ + pG_ + iiG+ + KGO 

- €G_ - OoG_ + O_Go = -x+, (70b) 

bGo - DG+ + aG_ + pG+ + KGO 

+ €G+ - OoG+ + O+Go = x-, (70c) 

JG+ - bG_ - pGo - TG+ + pGo 
+ fG_ - O+G_ + O_G+ = xo. (70d) 

The Ricci identities (67) when combined with (68) 
and (63) yield 

Da - bK - €a - fK - K2 + a( -€ - p) 

- pa + 2<1>++ - 2G+0+ = 0, (71a) 

Dp - JK + TK - KK - aii - p2 + <1>00 - GoOo = 0, 

(71 b) 
DT - J€ + Kii - pK + T€ - €K + fii - Tp 

+ 2<1>0_ - GoO_ - OoG_ = 0, (71 c) 

Ja - bp - 2Ta - K(p - p) - 2<1>0+ 

+ OoG+ + GoG+ = 0, (7Id) 

bT + J.r + aii - pp - 2Tf + €(p - p) + <1>00 

- 2<1>+_ + GoOo - G+O_ - O+G_ = O. (7Ie) 

It is a remarkable fact that, while in the 4-dimen
sional theory the Ricci identities mean 18 independent 
conditions on the rotation coefficients, we now have 
five relations only. For cp real, the commutators (69) 
give two equations: 

(Db - tJD)cp = [(p + €)tJ + aJ + KD]cp, (72a) 

(tJJ - Jb)cp = [fJ - TtJ + (p - p)D]cp. (72b) 

Equations (70), (71), and (72) can equally well 
be attained in the spinor dyad formalism. To the 
Newman-Penrose equations the spinor calculus offers 
the simpler way. Here, on the contrary, the use of 
vector terms is somewhat more advantageous. 

In order to get to the new form of the stationary 
gravitational equations, of course, one has to impose 
the Einstein conditions (II) upon the quantities 
<l>mn' Xm' and A in (71), (72), and (73). The geometric 
meaning of this approach to the stationary space
time problem will be pursued in the remainder of 
this section. 

Most of the rotation coefficients in V3 have their 4-
dimensional analogs, which fact is stressed by singling 
out the corresponding rotation coefficients by the 
same Greek letter. Thus, K, p, and a express in V3 the 
same properties of the congruence to which Ii is a 
tangent vector as K, p, and ii, respectively, in V4 for the 
congruence with [" tangent. In particular, -K = 
mili;/ is the first curvature of the congruence pro
jected onto mi; K vanishes if and only if the congruence 
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is geodetic in the background Va. Then 

Re p = -tl\i 

gives the divergence, 

1m p = ![(li.i - li.iW;i]! 

is the rotation, and 

(73) 

(74) 

is the shear of the congruence. The imaginary quan
tity E = mi;l,Ni shows how the (m, Jil) pair rotates 
when moving along the congruence. As such, it is 
not characteristic of the geometry of the congruence 
itself, and in this respect it resembles €. The only 
rotation coefficient not having a 4-dimensional 
analog is T = mi;/nimi . 

In the following considerations it will prove useful 
to introduce the notion of eigenrays of the stationary 
gravitational fields. To this purpose, we momentarily 
take [11 tangent to a geodetic congruence in V4, and, 
making use of the fact that the length of [11 is constant 
(zero), we put the geodetic equation for the con
gruence in the form 

(76) 

From the (3 + I) decomposition (49) of [11, it is 
seen that, for f1, = 0, (76) is identically satisfied. We 
are left with the 3-covariant equation 

fl;;l + Ii - (Il)li + Eiikrilk(g)! = O. (77) 

Now, if the purely algebraic requirement for Ii, 

Ii - Cfl)li + EiikqJilk(g)! = 0, (78) 

is fulfilled, then Ii is tangent to a geodesic in Va. 
(78) gives two independent conditions on Ii because 
its Ii projection is identically satisfied. Therefore, 
given the vectors Ii and qJi' (78) uniquely determines 
the direction of Ii. If the space-time is static (qJi = 0), 
(78) means that Ii is in Va the unit-normal vector of 
the equipotential surfaces f = const. For a general 
stationary field, the geometric content of (78) is more 
complicated and can be visualized as shown on 
Fig. 1. The curves defined in Va by Eq. (78) will be 
called the eigenrays of the gravitational field. 

On projecting Eq. (78) onto the base vector mi, it 
takes the simple form 

G+ = O. (79) 

In many cases, a convenient choice of the base vector 
Ii can be made by putting it tangent to the eigenray 

f 

plane with 
1 normal 

FIG. I. The "eigendirection" of the gravitational field. 

congruence. The only remaining "triad transforma
tion" is then of the form 

(80) 

where C is an arbitrary real function. 
An invariant classification of stationary gravita

tional fields can be achieved leaning on the "optical" 
properties of the eigenray congruence. In Ref. 6 
it has been suggested that stationary axially symmetric 
fields should be classified by the algebraic structure of 
the trace-free part pi = Rf - tbi R of the 3-dimen
sional Ricci tensor. It was found that the asymptot
ically flat fields are either general type (G) or, if two 
eigenvalues of pi coincide, degenerate type (D). An 
important example of type D spaces is the Schwarz
schild solution, while in this scheme the Kerr metric 
is of type G. 

This invariant classification can be retained un
altered when dropping the restriction to axial sym
metry (Pi is then defined in Va). The scheme is now 
refined by considering the propagation properties of 
the eigenrays. In particular, the space-times with 
geodetic eigenrays are characterized by G+ = K = 0 
and, if in addition Re p, 1m p, or (1 vanishes, then 
the eigenrays in Va are divergenceless, nonrotating 
or shear-free, respectively [cf. Eqs. (73), (74), and 
(75)]. In Sec. 7 we shall point out that the Kerr metric 
possesses nonshearing geodetic eigenrays and just 
this property yields the reasonable assumption 
under which the Kerr solution can be derived from 
the stationary field equations. 

Now, for the rest of this section, we turn to the 
interrelation between the Petrov types and our 
classes. 

If Ii is fixed by (78), then in general [11 is not a 
geodesic tangent vector in V4 ; but if it is, then the 
eigenrays are geodesics of Va. Restricting ourselves to 
vacuum space-times (Rllv = 0; for the rest of this 
section this condition will be assumed to hold), from 
the Goldberg-Sachs theorem (NP) we find that a 
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stationary space-time with shear-free geodetic eigenray 
congruence is algebraically special. This fact reappears 
when we express the dyad components of the 4-
dimensional curvature spinor in terms of 3-covariant 
quantities15 : 

'Yo == - R«fJy"l'liflhn" 

= 2[bG+ - aGo + 1'G+ + (2G+ + G\)G+], (Sia) 

'Yl == -R«/ly"lIXiifJ1Yiil" 

= _(f)l[DG+ - KGO - E"G+ + (2Go + Go)G+], 

(S1b) 
'Y = _1 R (1IXiifJ1Yii" -[lXii fJ n'1yjfl")' 

2 - 2" lX(ly" 

= tf[DGo + KG+ + KG_ + (Go + Go)Go - 2G+G_], 
(Sic) 

If a geodetic eigenray congruence exists in Va and Ii 
is chosen to be its tangent vector (G+ = K = 0), then 
'Yl vanishes. If, in addition, the eigenray congruence 
is shear-free (a = 0), then 'Yo = 'Yl = 0 and the space 
is algebraically special; [I' is one of the propagation 
vectors (NP). 

7. GEODETIC EIGENRAYS. THE KERR METRIC 

In this section we shall establish the field equations 
for vacuum stationary space-times with geodetic 
eigenrays, and, thereafter, the way of solving them 
will be illustrated on the particular class of non
shearing eigenrays. 

We have 

<I> = X = A = G + = K = O. (S2) 
mn m 

The coordinate Xl will be chosen the affine parameter 
r of the eigencongruence. The xa, a = 2, 3, label the 
eigenrays. With this choice, we may write, for the 
vector base, 

Ii = 151, 
mi = wbi + ~ab~, a = 2,3. (S3) 

The scalar differential operators have the form 

a 
D=-, or 

15 = w~ + ~a~. or oxa 
(S4) 

(The summation convention is understood to hold 
for the index a.) The coordinate freedom (4a) thus has 

been reduced to 

r' = r + rO(xa) (shifting the origin), (S5a) 

xa' = xa'(xb
) (relabeling eigenrays). (S5b) 

By use of the "triad freedom" (SO), E" = mi;iiNi can 
be made zero and still remains 

(S6) 

with Co real and independent of r.16 

The connection between the metric tensor and spin 
coefficients is achieved by applying the commutators 
(72) to each of the invariants rand xa : 

Dw = pw + ·UW, (S7a) 

D~a = p~a + u~a, a = 2, 3, (S7b) 

r5w - bw = 1'w - TW + p - p, 

b~a - b~a = 1'~a - T~a, a = 2, 3. 

From Eqs. (70) and (71) we get 

Da = (p + p)a, 

Dp = p2 + aa + GoGo, 

DT = pT - a1' + GoG_, 

DGo = 2pGo + (Go - Go)Go, 

r5p - ba = -2aT + G+Go, 

bT + b1' = pp - aa + 2T1' - GoGo + G_G+. 

(S7c) 

(S7d) 

(SSa) 

(88b) 

(SSc) 

(S8d) 

(SSe) 

(8Sf) 

The identities (70b)-(70d) yield no new information 
because they are consequences of the system (S7). 

Equations (S7) and (SS) form a complete system 
for determining the field quantities in a vacuum 
stationary space-time with geodetic eigencongruence. 
As it was stated in the preceding section, the invariant 
'Yl now vanishes. For 'Yo we have 

(S9) 

Thus, we must not expect new nonshearing metrics 
(a = 0) from Eqs. (S7) and (SS) because this class is 
trivially contained in the soluble case <l>mn = 'Yo = 
'Yl = ;;: = jj = 0 of the Newman-Penrose equations. 
The spaces with nonvanishing a arise, however, from 
equations which previously have not been considered. 
The study of this class deserves, therefore, more 
attention and is put off to a forthcoming paper. In the 
following, we will be content to solve the system (87) 
and (SS) for 

a = 0, (90) 

assuming asymptotic flatness. The equations like the 
Newman-Penrose ones offer a well-determined se
quence in which they can be solved in turn. First, the 
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"radial" dependence of the quantities is to be obtained 
from the equations containing the operator D. Then 
the r dependence of the quantities is substituted into 
the remaining equations and the coefficients of the 
linearly independent r functions are separately made 
equal to zero. The conditions so obtained yield the 
"angle" (i.e., xa) dependence of the radial integration 
"constants" . 

Equation (88a) is identically satisfied by the con
dition (90), and initially we have to solve the coupled 
system 

Dp = p2 + GoGo, (91a) 

DGo = 2pGo + (Go - Go)Go' (9Ib) 

This system can be solved by the matrix method which 
has been described in Ref. 3. We define the (2 X 2) 
matrix N by 

N ~ [P IGp_ol]. 
IGol 

(92) 

N satisfies the equation 

DN = N2. (93) 

The solutions of this equation can be classified 
according to whether or not det [N] == pp - GoGo = O. 

For the nonshearing class and for this class only, 
the Newman-Penrose equations reveal an alternative 
way of solving the system (88b, d): Namely, from it 
the equations 

D(p + Go) = (p + GO)2, (94a) 

[D - 3(p + Go)]DD& = 0 (94b) 

are derived. The solution of (94) is easily found by 
successive integration. However, the results are to 
be substituted back to (91b) because (94b) has been 
obtained by differentiating this equation. 

We adopt the weak condition of asymptotic 
flatness 

lim & = 1. (9S) 

We can write the r dependence of the quantities p, Go, 
and e, after taking into account the above asymptotic 
prescription, as 

p = -(r - m + irx)/R2
, (96) 

(97) 

and use has been made of the coordinate freedom 
(8Sa). 

It is now obvious that the split of the solutions 
of Eq. (93) was unessential, and the occurrence of it 
must be regarded as a drawback of the first integration 
method in the nonshearing case. 

The remaining radial equations are solved by using 
the standard integration methods, and yield 

W ~a 1 in 
-=-=-e 
Wo ~o R ' 

(100) 

[
m2ii}(r - mil r - m - ifJ) + oJI -iO T= -----+-n T-e, 

fJ2 R2 2ifJ r - m + ifJ R 

fJ = (rx2 
- m2)t, (101) 

where the phase factor is of the form 

'0 (r - m - ifJ)«/2
fJ e' = 

r - m + ifJ . 
(102) 

By the coordinate transformation (8Sb), ~20 = P and 
~30 = iP can be effected and, by the rotation (86), P 
can be made real. Thus, the base vector m is com
pletely fixed and the only coordinate freedom in Va is 

z' = z'(z), (103) 

where z = X2 + ix3 and z' is an analytic function of z.a 
From the nonradial equations we extract the 

following relations: 

and 

6& = 0 -+ m = const and WO = iP'ilrx, (l04a) 

(87d) -+ TO = VP, (l04b) 

(87c) -+ 1m (PVWO - TOWO + irx) = 0, (l04c) 

(88f) -+ Re (PVWO - TOWO) = 0, (I04d) 

(l04e) 

Here 'il == 2(%z). Finally, Eq. (88e) is identically 
satisfied. 

Using (104b) and (104e), we get the following 
equation for P: 

p2'ilV In p2 = I, 

From (104c) and (104d)17: 

'ilVrx = -P-2rx . 

(105) 

(106) 

In an appropriate coordinate system,IS making use 
e = 1 - 2m/(r - irx), (98) of the transformation (103), we can write the solution 

d I ' '" " of Eqs. (105) and (106) where rx an m are rea mtegrabon constants not· 
depending on r, 1 + zz 1 - zz 

P--- rx=a--
R2 = r2 - 2mr + rx2 , (99) - 2../2 ' 1 + zz (107) 
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with a = const; WO and 'To are obtained from (l04a) 
and (l04b): 

o .J2 ia 0 Z 
w = - -- 'T = - . (108) 

1 + zz' .J2 
Transforming to the real coordinates 0 cp by 

z = ei
• ctg (10), (109) 

we find that olocp is a Killing vector, and thus we have 
axial symmetry. By solving Eq. (10) for Wi and elim
inating the arbitrary gradient term in Wi by (85a), the 
Kerr metric19 in the well-known form is reconstructed. 

8. CONCLUDING REMARKS 

There are several points of the present approach to 
Killing motions the clarification of which deserves 
more detailed investigations. First, one could 
mention the problem of physical interpretation of 
such abstractions like the eigencongruence or the 
basic "triad" in the background space. For a" timelike, 
it is clear that a well-established correspondence 
exists between properly moving observers or labora
tory frames and the base triad; the existence of 
geodetic eigenrays means that the space-time admits 
a special family of "pale" (in the sense that T". R::! 0) 
light rays being excelled by the property that, when 
perceived in the background V3 , they propagate 
geodetically. 

Second, to avoid unnecessary complications in the 
presentation, we had to adopt several simplifying 
assumptions, thus gradually having tightened the 
class of space-times considered. We do not see any 
direct method but solving the field equations (as 
shown in Sec. 7) to decide whether or not so-far 
unknown metrics can be obtained by dropping some 
of the restrictions.20 To summarize the latter, we 
have assumed that the Killing field was timelike, 
that there was absence of matter (from Sec. 6 on), and 
that the space-time possessed a shear-free geodetic 
eigencongruence and was asymptotically flat (Sec. 7). 

The investigation of all classes with geodetic eigen
rays needs tedious calculations, which nevertheless do 
not differ in principle from the illustrative example 
given in Sec. 7. In the near future we plan to publish 
the results of these calculations. 

It is not obvious whether gravitational fields with 
"weaker" than Killing symmetries can be involved in 
our considerations. Even for quite general space-times, 

the (3 + 1) split of the field equations combined 
with SU(2) spin or approach might prove of use. The 
well-known conjecture of IsraePl on regular event 
horizons is an example of problems to the research of 
which our approach might contribute as a useful aid. 
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We s~udy the Maxwell. eq~ation fO.r the electric potential inside a neutral nonuniform cylindrical 
p.las~a m ~n e~ternal oscIllat.mg elec~nc field, from the point of view of the inverse problem. The loga
nthmlc d.envatIves of the. radial Founer compon~nts of the .el.ectric potential at the edge of the cylinder 
are ~on~ldered as expenm~ntal data. We obtam an explIcit and exact representation of the electron 
denSity m terms of the high frequency behavior of the experimental data. The general analyticity 
properties in the complex-frequency plane are also discussed. 

1. INTRODUCTION 

This paper is devoted to the study of a cylindrically 
symmetric nonuniform plasma from the point of view 
of the inverse problem. In its general philosophy, the 
problem is to obtain information about the plasma, 
namely its local electron density, from certain suitable 
experimental data. This approach to the relationship 
between experiment and theoretical model has already 
been developed in other fields of physics, e.g., the 
diffusion process of sonic and classical electromagnetic 
waves and the quantum scattering of elementary 
particles by a potential. The starting point of this 
investigation turns out to be, in fact, the mathematical 
analogy between the stationary radial Schrodinger 
equation of the theory of scattering by a spherically 
symmetric potential and the Maxwell equation for the 
electric potential existing inside a very long (infinite) 
cylinder of plasma. We shall see, however, that this 
apparent analogy does not mean a straightforward 
application of the mathematical techniques used in 
scattering theory. Our interest is confined to the very 
simple model which is characterized by the following 
assumptions: (a) the plasma is cold and (b) neutral, 
(c) the positions of the ions are fixed, (d) the devia
tions from the equilibrium position are small so that 
the continuity equation together with the equation of 
motion can be linearized, and (e) the plasma magnetic 
field can be neglected. 

The mathematical aspects of this model have been 
extensively discussed by Barstonl for a free plasma, 
where the interest has been focused on the singularities 
of the radial equation satisfied by the electric potential. 
These singular points are the zeros of the dielectric 
constant, and they have been shown to be related to 
resonant absorption processes when a cylindrical 
collisionless plasma is driven by an external oscillating 
electrostatic potential. 2 

We consider now the use of this model in plasma 
daignostic. Although many techniques have been 
developed to measure the electron density profile, 

it seems to us to be worthwhile to investigate the 
possibility of determining the density profile from 
completely external measurements, that is to say, from 
measurements which do not perturb the plasma itself 
at all. 

This point of view has been recently adopted in the 
case of a plasma slab in the cold approximation3 where 
the inverse problem has been solved by taking as ex
perimental data the ac resistance of the slab as a func
tion of the frequency. 

In our case, due to the infinite length of the cylinder, 
the problem is defined in a plane perpendicular to the 
axis of the cylinder where we use polar coordinates, 
namely the radius r as the distance from the center of 
the cylinder and the polar angle e. The experimental 
information we need to construct the electron density 
nCr) as a function defined in the interval 0 ~ r ~ R, 
where R is the radius of the cylinder, is obtained by 
placing the plasma in a uniform (z-independent) 
oscillating external electric field and detecting the 
angular dependence of the electric potential and of its 
radial derivative at the edge of the cylinder.4 

As we show in Appendix A, we are interested in 
that part of the electric potential that oscillates with 
the frequency w of the external electric field. This part 
can be written 

+00 ...:... 
<P(r, e, t) = exp(iwt) 2 <Pk'FkU(w; r)exp(ike), (Ll) 

"=-00 

where the constants <l>k depend on the boundary 
conditions and 'Fill (w; r) satisfies the radial equation 
(AIS). For future convenience, we consider the 
following function: 

Yiw; r) = r!'Fku(w; r), (1.2) 

which satisfies the equation 

d2 d 
-2 Yiw; r) + Yew; r) - Yk(W; r) 
dr dr 

(
k2 - ! 1 ) 

- -r-2 - + 2r Yew; r) hew; r) = 0, (1.3) 

3392 
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where 

Yew; r) = 1 .{ 02(r). (1.4) 
02(r) - w(w - jvc) dr 

Equation (1.3) can be derived from Eq. (AI8). Any 
solution of Eq. (1.3) either diverges at the origin as 
r1-1kl or vanishes there as rhlkl, k = ±1, ±2," .5; 
however, the bounded ness of the electric potential 
requires the vanishing at the origin of the physical 
solution Yk(W; r). In our notation the solution 
IPiw; r) = IP-k(W; r) is understood to be determined 
by the boundary condition 

lim r-(l+lkPIPiw; r) = 1, k = 0, ±1, ±2, .... 
r-+O 

(1.5) 

For any physical value of w, we now define the 
infinite set of functions 

O'k(W) = (f"ao exp (ikO) :r <I>(R, 0, t)) 
X (fll'dO exp (ikO)<I>(R, 0, t)r1 

d 1 
= -In IPiw; r)/r=R - - (1.6) 

dr 2R 

as the experimental data to be used to construct the 
electron density nCr). We note that this definition does 
not depend on the normalization of the regular solution 
ofEq. (1.3) so that the choice of the solution IPk(W; r) 
is only a matter of convenience. 

In analogy with the quantum scattering theory, 
starting from the knowledge of the function O'k(W) 
of two variables, the discrete variable6 k = 1, 2, 3, 
... , and the real positive continuous variable w, we 
can consider two different approaches to the inverse 
problem, namely one that uses the frequency de
pendence 01 the function O'k(W) at one fixed value of k 
and the other which uses the sequence of numbers 
{O'k(W)}:=l at one fixed value of the frequency w. The 
aim of this investigation is to find simple and exact 
relationships between the electron density n(r) and 
the function O'k(W) rather than to discuss the unique
ness and existence of the solution of both the inverse 
problems. In Sec. 2 we discuss the analytical structure 
of the function O'k(W) in the complex W plane, and in 
Sec. 3 we develop an asymptotic expansion method 
which allows one to reconstruct the electron density 
function from the high frequency behavior of the 
function O'k(W), for all possible value of k. 

In Sec. 3 we also briefly consider the possibility of 
applying these results to phenomenology. For 
completeness we give a short derivation of the radial 
equation in the Appendix. 

2. THE COMPLEX FREQUENCY PLANE 

In this section we give some general analyticity 
properties of the solution IPk( w; r) and of the function 
O'k(W), considered as functions of the complex variable 
w. First we introduce the following simplifying 
notation: 

r = Rt, 0 0 = 0(0), 02(Rt) = O~F(t), 

w(w - ivc)0i)2 = Z. (2.1) 

After simple substitutions in Eqs. (1.3) and (1.5), it 
turns out that the function 

<l>k(Z; t) = R-l-klPk(w; r), k = 1,2,3, .. " (2.2) 

is the solution of the equation 

F'(t) 
<I>"(z· t) + <I> '(z· t) 
k' F(t) _ Z k , 

_ (k2 - ! + l F'(t) )<I>k(Z; t) = 0, ' == !!, 
t2 2tF(t)-z dt 

(2.3) 

satisfying the z-independent boundary condition 

lim t-(!+k)<I>iz; t) = 1. (2.4) 
t-+O 

The function F(t), defined for tEl, where I is the 
closed interval [0, 1], is what we want to find in some 
way from the knowledge of the function 

a 
'YJiz) = at In <l>iz; t)/t=l - t, k = 1,2, ... ; (2.5) 

physical arguments can be used to restrict the class 
of the allowable functions F(t) to those satisfying the 
conditions 

F(l) = 0, F'(t)::;; 0, (2.6) 

together with those conditions already included in the 
definition (2.1), 

F(O) = 1, F(t) ~ 0 for tEl. (2.7) 

The function F(t) is then a nonnegative, nonincreasing 
function such that, for tEl, F(t) E I. This means that 
for any z ¢ I, Eq. (2.3) has only one singular but 
regular point in the interval I, namely t = O. From 
there we start to integrate the equation with the 
regular solution boundary condition, obtaining a well
defined function <l>iz; t) in the interval I for every 
value of z ¢ I. FurthefII?ore, a well-known theorem 
states that, if a differential equation depends on a 
parameter through a function which is holomorphic 
in a domain of the complex plane of that parameter, 
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then a solution of that equation, whose boundary 
conditions are independent of that parameter, is a 
holomorphic function of that parameter in the same 
domain. In our case, this theorem says that <l>k(Z; t) 
is a holomorphic function of Z in the whole complex 
plane excluding the interval 1. 

In order to understand what kind of singularities 
the function <l>k(Z; t) has for Z E I, we note that to 
each Z E I there corresponds only one point7 t. such 
that F(t.) = z; therefore, t. is a singular but regular 
point for Eq. (2.3), and from the general theory8 we 
know that in a neighborhood of t. two linearly inde
pendent solutions exist, one of which is analytic in 
t = t. while the other has a logarithmic branch point 
at t = t •. 9 Without going into the details of a proof, 
it is intuitive that this branch point at t = t., in the t 
dependence, generates for fixed t a logarithmic branch 
point in the Z plane at Z = F(t.). Since the function 
<l>iz; t) is obtained by starting the integration of Eq. 
(2.3) from t = 0, it follows from the above considera
tions that the function <l>k(Z; t) has a cut in the Z plane 
determined by the condition 0 ~ t. ~ t, that is, for 
F(t) ~ Z ~ 1. 

We are now in the position to discuss the analyticity 
properties of the function 'fJk(Z), defined by Eq. (2.5), 
in the complex Z plane. In fact, the analyticity proper
ties of the solution <l>k(Z; t) imply that the function 
'fJ,.(z) has a cut in the complex Z plane for Z E I (the 
discontinuity being singular at Z = 0 as OCZ-l). Exclud
ing this cut, the function 'fJk(Z) is meromorphic, its 
poles being due to the zeros zn of the function <l>iz; 1). 
Since, for each value of Z 1= I, <I>~(z; 1) is analytic and 
since there is no value of z 1= I which can be a zero of 
both the function <l>iz; 1) and of its derivative <I>~(z; 1) 
[where <l>k(Z; t) is a solution of a second-order differ
ential equation which is regular at t = 1], there is a 
one-to-one correspondence between the poles of the 
function 'fJk(Z) and the zeros of the function <l>k(Z; 1). 
Furthermore, if <l>k(Z; t) is the regular solution of Eq. 
(2.3), then the function <I>:(z*; t) satisfies the same 
equation with the same boundary condition (2.4), so 
that we have, because of the uniqueness of this 
solution, 

<l>iz*; t) = <I>:(z; t), z 1= I. (2.8) 

This last equation implies that the poles Zn of the 
function 'fJk(Z) occur as pairs of complex conjugate 
values and, more generally, that 'fJk(Z) IS a real 
function 

'fJ:(Z) = 'fJk(Z*), Z i I. (2.9) 

We now prove that, in fact, the function 'fJk(Z) has no 
poles, that is to say, that it is holomorphic for Z i [. 
This result is obtained by showing that the function 

<l>k(Z; 1) cannot have zeros when Z 1= 1. To establish 
this result, we show that the converse leads to a 
contradiction. Assume that a value Z 1= I exists such 
that 

(2.10) 

This equation, together with definitions (2.1), (2.2), 
and (1.2), implies that 

'I"~1l( w; R) = 0, 

. where w is such that 

(2.11) 

few; r) -:F 0, for 0 < r ~ R, (2.12) 

and the function few; r) is defined in the Appendix 
(see formula (AI9)]. We now use the differential 
equation (A18), satisfied by 'I"~ll(w; r), to obtain the 
equality 

:r(f(W; r)'I"~ll'(w; r) :r 'I"~l)(W; r») 

= few; r)(1 :r 'l"kll
(w; r) r + ~: 1'I"~l)(W; rW). 

(2.13) 

Integrating the two terms of this equality from r = 0 
to r = R and using the condition (2.11), we obtain 

LRf(W; r) (I :r 'l"k1)(W; r) 12 + ~: I'I"kl)(w; r)1 2
) dr = 0, 

(2.14) 

which, together with Eq. (2.12), requires 'I"~l)(w; r) == 
o for 0 < r ~ R. This shows that the existence of the 
zero [(2.10)] implies 

<l>k(Z; t) == 0 for tEl, (2.15) 

contradicting the condition (2.4) which defines the 
solution <l>k(Z; t). By excluding the cut Z E I, the func
tion 'fJk(Z) is then holomorphic; in particular, the point 
Z = 00 is a regular point. In the next section we will 
use this property of the function 'fJk(Z) to study its 
asymptotic behavior for large z and its relationships 
with the function F(t). 

3. THE HIGH-FREQUENCY EXPANSION 
• 

In Sec. 2 we showed that the function 'fJk(Z) is regular 
when Z goes to infinity, which means that the asymp
totic expansion 

00 

'fJk(Z) = ! 'fJ~m)z-m (3.1) 
m=O 

holds for large Izi or, more precisely, for Izi > 1, if we 
consider the smallest circle containing the interval 1. 
However, it is worthwhile to give a proof of this 
asymptotic behavior in which the only requirements 
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on the function F(t) are that it, together with its first 
and second derivatives, be finite for t E f. 

Using standard methods, we consider the integral 
equation satisfied by our regular solution .pk(Z; t). 
We find that the function 

(3.2) 

so that the experimental data can be obtained by 
integrating directly Eq. (3.5), if the "plasma fre
quency" (A9) is known. 

Let us consider now the asymptotic expansion of 
the function 'f}k(z; t). It is easy to show, for example, 
from the zeroth approximation Xk(Z; t) = 1 of Eq. 
(3.3) in the formulas (3.2) and (2.5), that 

lim 'f}k(Z; t) = k, k = 1,2, ... , (3.8) 
is the solution of Eq. (2.3) satisfying the condition 1_'->", 

(2.4) if the function Xk(Z; t) is the solution ofthe follow- holds independent of t and the function F(t). By 
ing integral equation: substituting the following asymptotic expansion, 

Xk(Z; t) = 1 +.!. (t[1 _ (~)2l (2[XF'(X)]' 
8k Jo t F(x) - Z 

x[F'(X)]2 ) 
- 2 Xk(Z; x) dx, k = 1,2, .... 

[F(x) - z] 
(3.3) 

This last equation can be solved by iteration, provided 
that Izi is sufficiently large. This means that the 
iterative series converges and defines the solution 
Xk(Z; t) for all tEl and Izi greater than a certain finite 
value. This shows that the point z = 00 is a regular 
point for the function Xk(Z; t) and therefore for the 
function .pk(Z; t), as implied by the formula (3.2). 
Furthermore, the coefficient of the power z-n of the 
asymptotic expansion of the function .pk(Z; t) is 
obtained after n iterations, as is evident from the 
integral equation (3.3). This last feature is important 
because it leads to the possibility of getting explicit 
and exact relationships between the high frequency 
behavior of the experimental data (1.6) and the 
"plasma frequency" (A9). 

In order to get these results, it is convenient to 
introduce the function 

d .p'(z, t) 1 
'f}k(Z;t)=t-[ln.pk(z;t)]-!=t k , --. (3.4) 

dt .pk(Z; t) 2 

Equations (2.3) and (2.4) imply that the function 
1'Jk(Z; t) is the solution of the following first-order 
nonlinear differential equation: 

1 F'(t) k2 

1'J~(z; t) + - ['f}k(Z; t)]2 + 'f}k(Z; t) - - = 0, 
t no-z t 

(3.5) 

which satisfies the boundary condition 

'f}k(Z; 0) = k, k = 1,2,' . . . (3.6) 

On the other hand, from the definitions (2.5) and (3.4) 
we have 

(3.7) 

ro 

'f}k(Z; t) = k + Z 'f}~m)(t)z-m, (3.9) 
m=l 

into Eq. (3.5), we get the infinite set of coupled 
equations 

['f}~l)(t)J' + 2k 'f}~l)(t) - kF'(t) = 0, (3.10) 
t 

m-l 

- F'(t) Z [F(t)]H'f}~m-!l(t) - kF'(t)[F(t)]m-1 = 0, 
t=l 

m> 1. (3.11) 

Using the boundary conditions implied by Eqs. (3.6) 
and (3.9), 

1'J~m)(o) = 0, m = 1, 2, ... , (3.12) 

we obtain, by integrating Eqs. (3.10) and (3.11), the 
following recursion relations: 

1'J~l)(t) = kt-2k fF'(X)X2k dx 

= kF(t) - 2k2r 2k fF(X)X2k-1 dX, (3.13) 

?Jkm)(t) = r 2k f (kF'(X)[F(X)]m-l 

m-1 
+ F'(x) Z [F(x)]i-1'f}km- Il(X) 

1=1 

1 m-l ) - - Z 'f}~m-l)(x)'f}~)(x) X2k dx, 
X 1=1 

m> 1, 

(3.14) 
which could be solved recursively for any m. 

In order to obtain explicit relationships between the 
high frequency behavior of the experimental data 
1'Jk(Z) and the unknown function F(x); we have just 
to set t = 1 in Eqs. (3.13) and (3.14), remembering 
that F(1) = 0 [see (2.6»). We then obtain an infinite 
set of integral relations between the function F(x) 
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and the doubly indexed quantities 

(m) - (m)(I) k - 1 2 ... 'fJk ='f/k , -" , m = 1,2,"', 

(3.15) 

that have to be considered as given by the experiment. 
As an example, we give the expressions, for m = 1 
and m = 2, 

'fJk1 ) = -2k2fp(X)X2k-l dx, k = 1,2, ... , 00, 

(3.16) 

'fJ~2) = _k2ilp2(X)X2k-l dx + 2k3(fp(X)x2k-l dx r 
k = 1,2, ... ,00. (3.17) 

Let us consider now the mathematical implications 
of such expressions and their possible application to 
phenomenology. First, we note that, for the purpose of 
reconstructing the function F(t) for tEl, the knowl
edge of the quantities (3.15), for all the possible values 
of k and m, is redundant. This redundancy reflects, in 
a certain sense, the existence of the two different 
versions of the inverse problem mentioned in Sec. l. 
Namely, the fixed-k and all-frequencies version 
corresponds to the use of the asymptotic coefficients 
(3.15) at one fixed value of k and for m = 1,2, ... , 
which determibe the Taylor expansion of the function 
'f/k(Z) in a neighborhood of the point z = 00. On the 
other hand, the knowledge of one asymptotic coeffi
cient at a fixed value of m for all values of k can be 
seen as corresponding to the fixed-frequency and all-k 
version of the inverse problem. 

To prove this redundancy in the coefficients 'YJkm ) , 

we limit ourselves to showing that the function F(t) 
related to the coefficients l7kl ) , k = 1, 2, ... , 00, 

through Eqs. (3.16), is unique. In fact, the existence of 
two different functions, F1(t) and F2(t), corresponding 
to the same coefficients l7kll , would imply, for the 
difference tlF(t) = F2(t) - F1(t), the vanishing of all 
these integrals: 

[1~F(t)t2k-l dt = t C~F(JX)Xk-l dx = 0, Jo .0 

k = 1, 2, ... ,00. (3.18) 

If {P n(x)} is the set of orthonormal polynomials in the 
interval I, n being the order of the polynomial 

IIp n(X)P m(X) dx = bmn , n, m = 0, 1, 2, ... , 00, 

(3.19) 

then the expressions (3.18) imply the vanishing of all 

the Fourier coefficients: 

n = 0, 1,2, ... , 00. 

(3.20) 

It remains now to use the theorem which states that 
a square-integrable function in the interval I is iden
tically zero if all its Fourier coefficients corresponding 
to the polynomials P n(x) vanish. Then our assertion 
follows from the fact that our function tlF(Jx) is 
obviously square integrable. We now go back to the 
physical quantities defined. in Sec. 1 and let 'Vc go to 
zero for simplicity. Comparing the definitions (2.2), 
(2.1), and (2.5) with Eq. (1.6), we get the relation 

(Jk(W) = R-Il7k(w2/n~), k = 1,2, .. " (3.21) 

which, together with the asymptotic expansion 

(3.22) 

k = 1, 2, ... , 00. 

(3.23) 

We now use the results (3.16) and (3.17), together 
with the definitions (2.1) and (A9), to get all the odd 
moments of the electron density function and of its 
square, in terms of the asymptotic coefficients O'!l) 
and O'k2): 

n(Rx)x2k- 1 dx = - 0'(1) k = 1 2 ... 00 11 -~ 

o 2k2 k , "" 

(3.24) 

[n(Rx)]2x2k-l dx = - (0'(1)2 _ - 0'(2) i l ~ ~ 

o 2k3 k Rk2 k , 

k = 1, 2, ... ,00, (3.25) 
where 

(3.26) 

From our previous considerations, we know that the 
sequence of numbers O'!l) determines completely the 
electron density nCr). However, in order to give 
explicitly the function n(r) in terms of the coefficients 
O'k1 ), we have to make some further assumption on the 
function nCr). In fact, since the odd moments of a 
function/(x) can be considered as all the moments of 
the function /(.jx), one could use the formal com
pleteness of the polynomials P n(x) to write down an 
expansion in terms of these polynomials. The coeffici
ents of this expansion would be obtained easily from 
the known moments. However, even if the function 
lex) is analytic in a domain containing the interval 
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(0, 1), the expansion in polynomials of the function 
I (,j x) fails to converge generally for x = 0 and x = I, 
because of the presence of the square root of x. 
Then it follows that, with the assumption on the 
density 

n(Rx) = l(x2) , x E I, (3.27) 

where I(t) is a function whose singularities have a 
nonvanishing distance from the interval I, it is possible 
to have a convergent expansion of the density func
tion. To obtain this expansion, we introduce the 
explicit expressionlo 

p n(x) = i (2n + 1)!( - t+l(l + n) (n)xl (3.28) 
1=0 n 1 

so that the Fourier coefficients of the function (3.27) 
are 

fp n(x)/(x) dx 

= -1X(2n + 1)!( _)n ~ (_)1 (n + l) (n) 0,(1) 

~o(l + 1)2 n 1 1+1' 

(3.29) 

as implied by Eqs. (3.27), (3.24), and (2.38). Finally, 
we obtain the following representation of the density 
function: 

nCr) = IX! (-t+1(2n + 1)1 
n=O 

X!~(/~):)2(n: I)G)<1:~lPn(;22)' (3.30) 

From our previous considerations on the different 
versions of the inverse problem, it follows that the 
expression (3.30) is an explicit solution of the fixed
frequency and all-k version of the problem at the very 
special value of the frequency W = 00. A different 
expression can evidentally be obtained by starting 
with the ntOments of the square of the density given 
by Eq. (3.25). This other representation of the 
function n(r) could be used to find the relationships 
between the asymptotic coefficients Gkl ) and Gk2), due 
to the expressions (3.24) and (3.25). For example, one 
of these relationships can be obtained by setting k = 1 
in Eq. (3.25) and using the Parseval equality 

i (2n + 1) \ i ( - )1 (n + I) (n) O':~l \2 = _ ~ 0'~2). 
n=l 1=0(1 + 1)2 n I R 

(3.31) 

We note that the main virtue of these results is that 
they explicitly display the relationships between the 
electron density and the high frequency behavior of 
the experimental data Gk{W), However, the inverse 

problem for fixed and finite frequency and all values 
of k is still an open problem. The discussion of the 
other version of the inverse problem, namely for 
fixed k, requires a more complete knowledge of the 
analyticity properties of the function 1]k(Z) in the 
complex z plane than that sketched in Sec. 2. However, 
from the results of Sec. 2, we can say that the function 
'f/k(Z) is known once its discontinuity on the real 
interval (0, 1] is known. 

Starting from the experimental knowledge of the 
function 1]k(Z) on the real positive axis, one can obtain 
its discontinuity, so that the main problem is that of 
obtaining the function F(t) from the singularities of 
the function 1']k(Z) in the z· plane. We note that this 
problem is completely different from the inverse 
problem (all energies and fixed angular momentum) 
in potential scattering theory. 

We make now a few remarks on the use of our 
results from the point of view of an experimental 
check and application. Although the applicability of 
these results requires the knowledge of the very high 
frequency behavior of the function <1k( w), we want to 
emphasize the fact that the function Gk(W) has actually 
a very honest behavior for large w, so that an extrap
olation procedure could be used to get the asymptotic 
coefficients. This remark is important since a limita
tion on the high-frequency expansion technique 
results from the quasi static assumption (e), made in 
Sec. 1. According to that assumption, the frequency W 

of the electric potential should be such that 

W < 2rrcfR. (3.32) 

This inequality implies that, in order to use a fre
quency W that is in the holomorphic circle w2/n~ > 1 
of the W = 00 point, the plasma frequency itself must 
satisfy the inequality 

max nCr) = no < 2rrc/R. (3.33) 

In ordinary experiments2 c/R is of the order of 
magnitude of 1010 sec-I, while a dilute plasma has a 
density of about 1012 particles per cubic meter, which 
means a plasma frequency of the order of magnitude 
of 107 rad x sec-I, so that the inequality (3.33) holds. 
For such a plasmall a finite range of frequency W 

exists between ncO) and 2rrc/R such that the mathe
matical model under discussion is still valid and the 
expansion (3.1) is convergent. Therefore, an experi
mental knowledge of the functions Gk(w) in that 
region of frequency leads, by extrapolating to the 
vanishing value of the variable 'T = w-2 , to the 
determination of the derivatives of Gk(w) with respect 
to 'T at the origin. The first derivative of the functions 
Gk(w) with respect to 'T for vanishing 'T is just what we 
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need to write down the representation (3.30) of the 
density profile. 

Finally, we note that the very simple general 
conditions can be read, from Eqs. (3.24) and (3.25), 

(1) (2) (R/2k)( (1)2 (Jk < 0, (Jk < (Jk' k = 1, 2, ... , 00. 

(3.34) 

Furthermore, the expressions (3.24) and (3.25) can be 
used to adjust the parameters entering in the density 
function. With this aim in mind, we give now a useful 
formula obtained in the case that the electron density 
is expressed as a superposition of Gaussian functions: 

N 
nCr) = I AI exp (-l' lr

2
), (3.35) 

1=1 

where the 2N real parameters AI and 1-'1 must only 
satisfy the relation 

N 

I AI exp (-I' IR
2

) = O. (3.36) 
1=1 

Using Eq. (3.24), we obtain an expression which gives 
the asymptotic coefficients (Jlu in terms of the param
eters describing the density function (3.33): 

(1) k2 (N AI 2 
(Jk = -2 I -exp(-I'IR) 

cxR 1=11-'1 

N 
- (k + 1)1 I R2(1-k)l'~kAI 

1=1 

k-2 

+ (k - 1)1 I [(k - n - 2)W1 

n=O 

X ~1 R-2(1I-1)1'11I- 2A I exp (-R 21'1»)' (3.37) 

A similar expression can be obtained for (J1,2) and 
generally for the asymptotic coefficients (Jlm). 

We close this section with two final remarks. The 
first one is about the limit of collisioniess plasma, 
'lie -+ 0, which we took in stating Eq. (3.21). We note 
that, because of the definitions (2.1), (3.1), and (3.23), 
the representation (3.30) of the density profile is 
independent of the limit 'lie -+ O. In other words, the 
presence of a nonvanishing collision frequency 'lie 

affects the coefficients of the powers w-1I , in the 
asymptotic expansion of the function (Jk(W), only for 
n ~ 3. The second point is about the presence of a 
uniform axial magnetic field. In this case the radial 
equation for our function 'Pkll (w; r) (see Appendix) 
is Eq. (6) of Ref. 2, and it is easy to check, by applying 
our asymptotic expansion method to that equation, 
that the representation (3.30) remains unchanged 
since again the strength of the magnetic field appears 
in the asymptotic coefficients only from the power 
w-3 on. 
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APPENDIX 

In this Appendix we derive12 the equation for the 
electric potential using the assumptions stated in 
Sec. 1. 

We start from the continuity equation 

V . [pir, t)V(r, t)] + :t p.(r, t) = 0, (AI) 

the Poisson's equation 

V2<1>(r, t) = 41Te[p.(r, t) - nCr)], (A2) 

and the equation of motion 

(V(r, t) • V)V(r, t) + .E.. VCr, t») = !. V • <I>(r, t), at n1 

(A3) 

where the electrons are treated as a charged fluid 
whose velocity field and density are respectively 
VCr, t) and p.(r, t). The ion density nCr) is assumed to 
be a time-independent function of the radius r, such 
that n(r) = 0 for r ~ R. The electric field is assumed 
to be irrotational [see assumption (e) in Sec. 1] and is 
given by -V<I>(r, t). Finally, n1 and e are respectively 
the mass and the modulus of the charge of the electron. 

Introducing the collision frequency constant 'lie in 
the equation of motion, we read the linearized equa
tions as 

V· [n(r)V(r, t)] + ~ per, t) = 0, (A4) 

V2<1>(r, t) = 41Tep(r, t), (AS) 

( 'IIeV(r, t) + .E.. VCr, t») = ~ V • <I>(r, t), (A6) at n1 

where we have defined 

per, t) = p.(r, t) - nCr). (A7) 

A partial differential equation for the electric 
potential is then obtained by differen.tiating the 
Poisson's equation (AS) twice with respect to t and 
eliminating the density and the velocity field via Eqs. 
(A4) and (A6). The resulting equation is 

( a2 a) v. V· at2 + 02(r)V + 'IIeV • at <I>(r, t) = 0, (AS) 

where we have introduced the plasma frequency 
function 

02(r) = 4rr(e2/n1)n(r). (A9) 
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Assuming that the initial conditions, as well as the 
boundary conditions, are z independent, we see that 
the () independence of the function (A9) and the 
linearity of Eq. (A8) imply the following radial 
equation: 

- r --2 + n2(r) - + Vc - <l>k(r, t) a [ ( as a 0
2 

)] 

or orot or orot 

k
2

( 0
2 a) - - ---; + o.2(r) + v. - <l>ir, t) = 0, (A10) 

r at at 
where the completeness of the functions exp (ik(), 
k = 0, ± I, ±2,"', has been used to expand the 
solution of Eq. (A8): 

+00 
<I>(r, t) = ~ <l>k(r, t) exp (ikO). (All) 

k=-oo 

We now give an example of external electrical driver 
to discuss the boundary conditions. The source of the 
electric field is a cylindrical metal pipe, whose radius 
is L > R, coaxial to the plasma, which is cut axially 
into two halves of angular widths equal to 2ex and to 
2(7T - ex) with 0 ~ ex < !7T. In the following we will 
neglect the gap between the two halves as well as the 
corresponding fringing fields. The oscillating electric 
potential on the metal surface is fixed to be 

iii«(), t) = exp (iwt)<I> + , for () E (ex, 7T - ex), 

iii«(), t) = exp (iwt)<I>_, for () ¢ (ex, 7T - ex), (AI2) 

where <1>+ and <1>_ are constant and w is real. 
The boundary conditions for the solution of Eq. 

(A8) are 
<I>(L, (), t) = iii«(), t), (A13) 

which implies the following condition for the solution 
of the radial equation (AIO) , 

<l>k(L, t) = iiik exp (iwt), (AI4) 

where the constants iiik are defined by the expansion 
of the function (AI2): 

+00 
iii«(), t) = exp (iwt) ~ iiik exp (ikO). (A1S) 

k=-oo 

They are found to be 

iiio = ![<I>+ + <1>_1 - (ex/7T)Il, Il = <1>+ - <1>_, 
(AI6a) 

Cl>k = - (1l/7Tk) sin krx. if k is even, 

Cl>k = (ll/i7Tk) cos kex if k is odd. (AI6b) 

To find the general solution of Eq. (AlO) satisfying 
the initial conditions and the boundary conditions 
(AI4), we first note that the function 

(A17) 

is a solution of Eq. (AIO), satisfying condition (AI4), 
if'Yk1)(w; r) is the solution of the following equation: 

d ( d ) k
2 

dr few, r) dr '¥lll(w; r) - r2 few, r),¥~l)(w; r) = 0, 

(A18) 

few, r) = r[o.2(r) - w2 + iwvc1, (A19) 

satisfying the boundary condition 

'Y~l)(W; L) = 1, (A20) 

together with the physical condition1s at the origin 

'Y~l)(w; 0) = 0, for k yI: 0, 'Y~l)(w; 0) = 1. 

(A21) 

Since Eq. (Al8) is regular for 0 < r ~ L, the solution 
'¥k1)(w; r) is well defined and unique. 

It remains to show that solutions <l>kO)(r, t) of Eq. 
(AlO) exist such that 

<l>iO)(L, t) = O. (A22) 

We can construct the general solution of our problem 
by simply adding these solutions to the function (Al7). 
This spectrum problem can be solved following the 
standard techniques used in Ref. l, and it is easily 
proved that the function 

<l>iO)(r, t) 

= exp (-!vct) l::ht)'YlO)(r, 1-') exp (il-'t) dl-', 

where Ck{ft) is an arbitrary function and 

W o = [0.2(0) - !v~lt, 

(A23) 

(A24) 

is a general solution of Eq. (AlO) satisfying (A22). 
This follows from the fact that the functions '¥kO)(r, 1-') 
satisfy the equation 

~(g(I-" r).E... ,¥~O)(r, 1-'») - k: g(l-', r),¥~O)(r, 1-') = 0, 
dr dr r 

(A2S) 

g(l-', r) = r[o.2(r) - 1-'2 - !v~l, (A26) 

with the boundary conditions 

lim r-1kl'¥lO)(r, 1-') = 1, 'Y~O)(L, 1-') = 0, (A27) 
,-+0 

and are uniquely defined. By choosing now the func
tion Ck{ft) in order to satisfy the initial condition, we 
write the solution of our problem as 

<l>ir, t) = exp (-!vct) i:oc,c<I-')'Y~O)(r, 1-') exp (il-'t) dl-' 

+ Cl>k exp (iwt)'Yll)(w; r). (A28) 
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In this paper we are interested in the steady part of 
the solution (A28), that is to say, in the function 
'Ykll (w; r). 

We end this appendix by noting that the expression 
(A28) explicitly shows that the steady part is absent 
for those values of k which correspond to the case 
il>k = O. 
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S See, for example, E. T. Whittaker and C. N. Watson, A Course 
of Modern Analysis (Cambridge U.P., Cambridge, 1965), Chap. X. 

• We note that the indicial equation corresponding to the regular 
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d m 

dIm F(I)II-t, = 0, for m = 1,2, ... ,n, 

and 

10 These polynomials are obtained from the well-known Legendre 
polynomials by mapping the interval [-1, + 1] into the interval 
[0, I]. 

11 Our plasma must satisfy also the zero-temperature assumption. 
This means that the Debye radius pD has to be much smaller than the 
radius R of the cylinder. In this case, since we are considering large 
values of w, the cold approximation R/pD > no/w is well satisfied. 

12 We are following the approach given in Ref. 1. 
13 We note that Eqs. (AI8) and (A20) imply 'F~ll(w; r) = 1. 
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1. INTRODUCTION 
Radiation of gravitational and electromagnetic 

energy can take place in an asymptotically flat space
time. l - 3 It was therefore believed that, in the com
bined Einstein-Maxwell theory, only the total charge 
is absolutely conserved. However, in 1965 Newman 
and Penrose' announced the discovery of ten constants 
of the motion in the nonlinear theory of gravitation 
for an asymptotically flat space-time. With Exton,5 

they later found that in Einstein-Maxwell space there 
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constants. These quantities are absolutely conserved; 
they retain their values in the presence of outgoing 
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the method of their construction, neither the origin 
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cance was clear. Therefore, a program to investigate 
these questions was undertaken.6- s 
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In this paper we are interested in the steady part of 
the solution (A28), that is to say, in the function 
'Ykll (w; r). 

We end this appendix by noting that the expression 
(A28) explicitly shows that the steady part is absent 
for those values of k which correspond to the case 
il>k = O. 

* This work has been partially supported by the U.S. Army 
Research Office, Durham, North Carolina. 
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Newman and Penrose9 have shown that these 
constants (N-P constants) inhibit an initially station
ary gravitational configuration from emitting gravita
tional radiation for a period and then returning to an 
arbitrary stationary configuration once again. This 
result can be understood by considering the axially 
symmetric stationary solutions. There are only two 
gravitational constants in this case, and they have the 
structure 

G = MQ - D2, 

where M is the mass and Q and D are the quadrupole 
and dipole moments, respectively. After a radiative 
phase all of these quantities change, but G remains 
constant. 

Since constants of the motion generate invariant 
transformations, the method of study undertaken has 
been to look for the transformations generated by the 
N-P constants. An initial examination revealed that 
they do not generate any type of coordinate trans
formation and hence are unlike energy and momen
tum. For the electromagnetic field in Minkowski 
space, Goldberg found that the constants generate 
a zero change in the field variables at all finite points 
of space. This result was to be expected as the constants 
themselves are given by 2-dimensional surface integrals 
at null infinity. 

Further study of linear field equations in Minkowski 
space' showed that these constants are related to the 
linear superposition of solutions. An invariant 
mapping of solutions onto solutions is obtained by 
adding a specific solution of the homogeneous field 
equations to all solutions. The particular additional 
solution generated by the N-P constants is an in
coming shock wave in the limit that the wavefront 
moves out to future null infinity. Since the shock 
wave may have an arbitrary shape, there exist an 
infinite number of N-P constants for linear fields. 

The important question is how these results carry 
over to the nonlinear theory of gravitation. There are 
two different approaches: 

(a) D. C. Robinson has used the conformal tech
nique developed by Penrose which allowed him to 
calculate "at infinity." Robinson extended the results 
of Goldberg to curved space and to mappings of 
solutions of the field equations themselves. a Using 
generalized Hertz potentials (superpotentials) for 
zero mass fields, Robinson proved that the Maxwell 
N-P constants generate an incoming dipole pulse with 
support at future null infinity and the gravitational 
constants generate a quadrupole pulse with similar 
support and that these pulses are solutions of the 
field equations "at infinity." 

This approach does not develop as much physical 
understanding as one would like, since the calculations 
are all performed in the unphysical conformal space. 
Furthermore, in a curved space-time superpotentials 
exist everywhere only for the electromagnetic field; 
for other fields superpotentials may exist at infinity in 
asymptotically flat space-times. Finally, the gauge 
adopted by Robinson for the generalized Hertz 
potentials is not conform ally invariant, and so it is 
extremely difficult to map his calculation back to the 
physical space-time in order to develop a physical 
interpretation. 

This critique leads to the second approach: 

(b) The present work obtains the invariant trans
formations generated by the N-P constants by pro
ceeding in the physical space-time. By identifying 
Noether's equation with a generalization of Green's 
identity, the invariant transformations are constructed 
without using the superpotentials. Thus we can use the 
null gauge in electromagnetism and the Bondi-Sachs 
coordinate conditions in gravitation. These conditions 
are conformally invariant so that, if we chose, the 
entire calculation could be taken over to the con
formal space, where future null infinity is a well
defined 3-surface. 

The result is that, in the absence of an electro
magnetic field at null infinity, the constants are 
obtained directly from the shear of the outgoing 
null rays, thus providing a direct link between the 
multipole structure of sources, which gives rise to 
part of the shear, and the N-P constants. A connec
tion is thus also obtained with the result of Exton, 
who has proven that the gravitational constants 
vanish for algebraically special fields. 10 

In Sec. 2 a metric and associated null tetrad are 
introduced. The Einstein and Maxwell field equations 
are to be treated within the Newman-Penrose formal
ism and the necessary spin coefficient restrictions are 
stated. Section 3 extends the Goldberg-Newman 
generalization of Green's identity to any number of 
interacting fields whose equations of motion (linear 
or nonlinear) are derivable from an action principle. 
The relation between constants of the motion and 
invariant transformations is discussed, and a connec
tion is drawn between Noether's theorem and Green's 
identity. The method of constructing the N-P con
stants from Green's identity is then presented. In 
Sec. 4 the N-P constants are constructed for the 
Maxwell and Einstein fields in an asymptotically flat 
Einstein-Maxwell space. The pure gravitational 
constants are related to the geometrical behavior of 
null rays and in turn to the multi pole structure of the 
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sources. Supertranslation invariance is proven in satisfy 
Sec. 5, and the nonexistence of higher-order constants 
for curved space is discussed in Sec. 6. and 

2. FORMALISM AND CONVENTIONS 

The Bondi-Sachs metric1.2 defines the asymptoti
cally flat space-time which is the arena for our 
investigation of the N-P constants: 

Ve2b 

ds2 = -- du 2 + 2e2b du dr 
r 

- r2hii(dx i 
- Ui du)(dxi - Ui du), (2.1) 

where a null coordinate system has been constructed 
in the usual mannerl .2,l1 with outgoing null hyper
surfaces labeled by xO = u = const. The rays of 
these hypersurfaces (lines with tangent vector u,v) 
are null geodesics which are parametrized by the 
luminosity distance Xl = r. Coordinates x2 = 0 and 
x3 = cP are constant along each ray. The luminosity 
distance is defined by 

4 • 2 Cl (g )2 (2 2) r sm v = g22g33 - 23, • 

and hi} is chosenl2 to satisfy (2.2): 

( 

e211 cosh (2q) sinh (2q) sin 0 ) 
hi; = sinh (2q) sin 0 e-211 cosh (2q) sin2 0 ' 

with the result that 

(2.3) 

Working in the Newman-Penrose formalism,13 we 
construct a tetrad from the Bondi-Sachs metric 
which satisfies the completeness relation 

gl'v = 21(l'nv) - 2m(l'mv ) 

and orthogonality properties 

'I'nl' = -minI' = 1, 

with all other contractions vanishing. From (2.1) the 
tetrad vectors are chosen to be 

ml' = ;ib~ - Ui;ib~, 

where 
-r 

;i = 2'(l + i) 

11' = e-2btJi, (2.4) 

V 
nl' - JlI' - JlI' + Ui JlI' 

- Uo - 2r UI U j , 

(2.5) 

(2.6) 

X [(e-O + ieQ)e!ltJ~ + ; sin O(eO + ;e-Q)e-lItJ~], 
-1 ;i _ ---:-_r __ 

- 2'(1 + i) 

X (eQ + ie-O)e-lItJ~ + Si~ 0 (e-O + ieQ)el/tJ:) 

This tetrad is different from those of Newman and 
Penrosell and Sachs.2 It is chosen so that ml' and ml' 
are surface forming (they lie in 2-surfaces of constant 
u and r), and resembles a tetrad used by Hawkingl4 
except that he uses an affine parameter and we use a 
luminosity distance. 

The spin coefficients (see Appendix B) are restricted 
by the relations 

/( = E = 0, T = i'i. + p, 
fl = p, p = p, (2.7) 

where the propagation of ml' along [I' is chosen to be15 

ml')V = iT[l'. 
The t~chnique of Newman and Until6 is used to 

integrate the Newman-Penrose field equations, and 
the asymptotic solutions together with the definitions 
of the field variables are collected in Appendix B. 
Intrinsic tetrad derivatives are defined as 

D : = 11'V I' ' /j.: = nl'V I' ' tJ: = ml'V I' • 

3. GREEN'S IDENTITY AND INVARIANT 
TRANSFORMATIONS 

Goldberg and Newmanl7 have constructed a 
generalization of Green's identity which is applicable 
to nonlinear differential equations derivable from a 
variational principle. The generalization says that if 
a system of field equations is derivable from a varia
tional principle whose Lagrangian density L(YA' Y A,p) 
is homogeneous of degree nl in the field variables Y A 

and of degree n2 in their first derivatives Y A,p , then the 
following identity holds: 

YAMA(y, z) - (nl + n2 - I)LAzA == tP,p, (3.1) 

where z A : = By A isIS an arbitrary variation of the 
field variables and MA(y, z) is the corresponding first 
variation of the field equationsI9 

LA := aAL - (aAPL),p' (3.2) 

Actually, the proof given in Ref. 17 treats only the 
case n2 = 2. Furthermore, the Langranglan density 
may be composed additively of parts with different 
homogeneity properties as in the case of the Einstein
Maxwell field. The generalization of the theorem to 
include these properties is easily carried out via the 
methods of Streudel.20,21 In the following proof we 
shall restrict the generality to the case of two interact
ing fields, which is equivalent to the Einstein-Maxwell 
field. The method of proof can clearly be extended to 
any number of additive parts. 
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Consider a Lagrangian density which consists of two 
parts with field variables gil and YA: 

L(ga, YA' ga.,., YA.,.) 

= Lo(ga' ga,,.) + L1(YA, Y A,,., ga' ga.,.), 

where a = 1 ... n, A = 1 ... N, and 11- = 0, 1, 2, 3 
over the coordinate labels. We assume that Lo is 
homogeneous of degree n1 in ga and n2 in ga.,.; L1 is 
homogeneous of degree na in Y A, n4 in Y A.,., ns in ga' 
and no in ga.,.. Using Euler's theorem for homogeneous 
functions, the definition for the field equations given 
in (3.2), and La = L~ + L~, LA = L~, we get the 
identities 

gar + (gaoa"L),,. == (n1 + n2)Lo + (ns + n6)L1, 

(3.3a) 

yALA + (YAoA"L).,. == (n3 + n4)L1. (3.3b) 

Now form the variation of Eqs. (3.3) and combine 
the resulting expressions to give (m: = n1 + n2 -
ns - n6) 

(1 - n1 - n2)JgaL
a + gaJr 

m(na + n4 - 1) + (na + n4)(nS + no) I A 
- UY4.L1 

(na + n4) 

(3.4) 

t := -J(gaoaPL) + (n1 + n2)(JgaoaPL + JY4.04.PL1) 

- _m_ J(y AOAPL1). (3.5) 
na + n4 

Equation (3.4) is the identity we have been working 
toward. 

For the specific case of the Einstein-Maxwell field, 

L - 1(2ApaA A APa A 
A 451.a5l.PA )AIt(J AAT 

o -"8" g g"ltgPT - g gapg"T - Upu"gltT g .pg ,a' 

(3.6) 
where 

gaP: = (_ g)!gltP, gltPgpy = !5~, 

L1 = -!( _g)!(g,.Pgva - gVPgpa)A,..vAp.a. (3.7) 

For the field variables g"v and A,., the homogeneity 
conditions are n1 = -1, n2 = 2, na = 0, n4 = 2, 
ns = no = 0, and m = 1. Equation (3.4) now becomes 

- g"vJ(R,.v + T,.v) 

+ H JA,.( - g) !pv; v - A,.J[( - g)!F,.v;vJ} == tP,p' 

(3.8) 

Introducing the notation Z,.v : = Jg,.v, we can write tP 

as 

tP = ( - g)!(glta gPP _ gltP gap)zltP;a 

+ H JAp( - g)!FPp - Ap~'[( - giF"PJ). (3.9) 

To obtain (3.9), we have used 

and 
JR,.v = (Jr/It);v - (Jr:v);p 

Jr;p = tgllV(zPIt;P + z,.P;1t - ZltP;")' 

For convenience, in the following discussion 
relating Noether's theorem to the generalized Green 
identity, we shall use Y4. as a generic symbol including 
ga and will understand that Eq. (3.1) would have to be 
replaced by (3.4) for the more general situation in 
which we are actually interested. 

Now, if a set of field equations 

If = ° (3.10) 

is derivable from a variational principle with 
Lagrangian density L(YA' Y 4..,.), then, for an invariant 
transformation Y 4. ---+ Y4. + Jy4.' Noether's theorem 
says that the following identity holds22 •23 : 

JY4.If == tP,p' (3.11) 

That is, when the field equations (3.10) are satisfied, 
we have the conservation law 

tP,p = O. (3.12) 

The converse of this statement is also true: If a 
relationship of the form (3.11) holds, then JYA is an 
invariant transformation. 

Equation (3.1), the generalization of Green's 
identity obtained above, arrives at the Noether 
equation whenever Jy4. =: ZA is a solution of the 
first variation of the field equations, i.e., whenever 
JL4. =: M4. = O. Therefore such ZA define infinitesi
mal invariant transformations. We shall show that 
the N-P constants generate a particular class of such 
transformations. 

The generator of a given invariant transformation 
is that constant of the motion defined by the corre
sponding conservation law (3.12). To obtain the 
generator, one integrates the conservation law over 
an appropriate 4-dimensional region R4 and defines 
the generator as an integral over a segment of the 
boundary of the region. For our purposes it is con
venient to take R4 (see Fig. 1) as that region bounded 
by two outgoing null surfaces .N\ and oN' 2 and two 
surfaces ~1 and ~2 which may be timelike or null. ~2 
is to be taken eventually to future null infinity. It is 
convenient to take ~2 to a surface v = u + 2r = 
const, which in fact becomes null in the limit of 
future null infinity. The surface ~1 in principle need 
only bound R4 away from any sources. We take it to 
be an r = const surface. 

From Stokes' theorem, an integral over the 
conservation law (3.12) gives an integral over the 
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FIG. 1. Region of integration. 

boundary of R4 , which we write 

r tPlp dT(3) - r tPlp dT(3) 

J.N's J.N'1 
= - r tP dSp + r tP dSp. (3.13) 

JI2 JI 1 

If the integrals over ~1 and ~2 can be shown to vanish, 
then 

(3.14) 

is a constant of the motion. 
In flat space a solution of the wave equation can be 

found which is sharply confined between two null 
surfaces. One can choose the surfaces to be incoming 
null cones between ~l and ~2' and, indeed, we can 
choose the solution to have a delta-function shape 
(see Fig. 2). Clearly, by choosing ZA ¥= 0 only on an 
incoming cone so defined, we make the right-hand 
side of (3.13) vanish and thus define constants of the 
motion. If the support for the incoming shock wave is 
taken in the limit of future null infinity, the constants 
so defined, when they exist, are the N-P constants. 
Of course, to carry out this limit, the ~2 boundary 
must itself be taken out to future null infinity. 

/~ future 
~ , Anull infinity 

/ " ;/ 'I/ 

f'/ 
k~l " 

Incoming ShoCk'2e 
FIG. 2. Support of the incoming wave. 

Therefore, for the remainder of the paper, the region 
of integration will be defined with ~2 at future null 
infinity. 

In the following sections, we show that to a limited 
extent something similar can be done in asymptotically 
flat space-time. In particular, since a discontinuity in 
the electromagnetic or gravitational field can appear 
across a null surface, one can always choose ZA to be 
zero on the inside of the surface of discontinuity. In 
this case, the contribution from the ~l flux integral 
will always vanish. The problem then is to investigate 
the falloff of the field on the ~2 side of the surface of 
discontinuity. If the falloff is sufficiently fast, the 
integral on the left-hand side of (3.13) may have a 
finite limit when the shock front moves out to future 
null infinity, while the ~2 integral goes to zero. We 
shall see that this is indeed the case for a dipole shock 
wave for the Maxwell field and for a quadrupole 
shock wave for the gravitational field. 

4. N-P CONSTANTS IN EINSTEIN-MAXWELL 
SPACE 

One can generate transformations by initiating the 
variation of the degrees of freedom of the electro
magnetic and gravitational fields separately. When 
this is done, certain combinations of the field quan
tities will remain constant. That the electromagnetic 
constants are different from the gravitational ones 
seems natural when we recall that the degrees of 
freedom of the two fields are independent. This is 
made particularly clear by remembering that the 
lowest order of electromagnetic radiation is dipole in 
character, whereas for the gravitational case it is 
quadrupole. Therefore, one might expect that con
stants associated with an electromagnetic dipole field 
would not couple strongly with the gravitational field, 
whereas the gravitational quadrupole field might 
couple strongly with the electromagnetic field. As a 
result, the N-P Maxwell constants would not be 
altered by the presence of the gravitational field, while 
the gravitational constants would be modified by the 
presence of an electromagnetic field. We shall see that 
this is indeed the case. 

The Maxwell and Einstein fields are determined by 
the coupled nonlinear field equations 

F(-Jpv - 0 
;v - , 

R = -2F(-) PF(+J (4.1) 
JJl' IJ pv, 

together with asymptotic conditions which restrict the 
system to asymptotically flat space-time, and where24 

F('F)pv : = t(FPV ± irlvptlF Ptl)' 

The asymptotic solutions of Eqs. (4.1) are collected in 
Appendix B. Here we shall also need the physical 
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components of the vector potential All: bFlly is then driven by this requirement. Below, we 

All =: ~lll + Alnll + A2mll + Asmll, (4.2) treat these two possibilities separately. 

where Ao and Al are real and A2 = Aa. The most 
convenient gauge in which to proceed is a null or 
"Bondi" type gauge: 

AP.lp. = Al = 0 (4.3) 

(a conformally invariant choice). From (B24), (B25), 
and (B26), we obtain the following asymptotic 
forms25 : 

+ 2~a (cp~ - (,o~~ + a°if' A~) + 0" 

A2 = Aa , 

where 

and 

~A~ = cp~. 

(4.4) 

From Eq. (3.9) of the previous section, we have the 
conserved vector density 

tP = 2( _g)lgl%(agP)Pz«p;a - !Ap.FIlPS( _g)l 

+ t( - gi(FP.PSAp. - ApSFIlP). (4.5) 

zp.y satisfies the equation is(Rp.y + Tp.v) = 0, and iSAp. 
and iSFp.v satisfy is(pV;v) = O. 

For our needs the solutions of the varied equations 
fall into two cases. To explain what they mean, we shall 
briefly consider the flat space N-P constants for the 
electromagnetic field. In flat space, there exists an 
infinite number of constants given by 

F~ = f 1 YI,mCP~ dO., 1= 1,2,3, ' . " -/:s m :S 1, 

where cp~ is defined by the asymptotic expansion 

cp~ cp~ cp~ CPo=-+-+-+ .... 
r3 r' r5 

Robinson has shown that these constants generate 
incoming multipole pulses which are exact solutions 
of Maxwell's equations in Minkowski space. Newman 
and Penrose found the first member of this infinite set, 
I = 1, to be constant also in curved space. Therefore, 
we are led to seek a solution iSFllv which has the leading 
behavior of an incoming dipole wave. The behavior 
of Zp.v is then driven by this requirement. 

To construct the constants related to the gravita
tional field, we similarly must look for Zp.v whose 
leading behavior is an incoming quadrupole pulse. 

A. Maxwell N-P Constants 
The first variation of the Maxwell equations (see 

Appendix B for the definitions, of all tetrad compo
nents and spin coefficients which appear in these 
equations) are solved by an iterative procedure. First, 
one starts with Scpo as an incoming dipole shock wave 
(see Appendix C): 

where 
iscpo = IYl,mo~[Bm(v)lr], 

v = u + 2r. 

The "radial" equations allow all other pertinent 
quantities to be determined. The "nonradial" equa
tion permits corrections to the ansatz to be calculated. 
One can then start again with a corrected Scpo. 
Fortunately, we do not have to go beyond the first 
correction, as we are interested only in asymptotic 
solutions in an asymptotically flat space-time. 

The propagation equation for bcpo shows the 
correction terms fall off in powers of 1/r; thus26 

Scpo = lYl,mo~[Bm(v)/r] + Os. (4.6) 

Here o;(B/r) is taken to be a term of asymptotic order 
l/rs. This is to be understood by taking the convolu
tion of o~(Blr) with a test function (a function of r 
alone) and considering B(v) to be 0(1). In this way 
o;B(v) = On for all n required. In particular, we shall 
take B(v) to be an incoming shock wave with a delta
function radial profile, 

Bm(v) = amR4(j(u + 2r - 2R), (4.7) 

where R is a radial parameter which defines the 
location of the shock wave and the am are complex 
numerical coefficients. (It should be noted here that 
v = u + 2r is not an incoming null surface in curved 
space, and discontinuities in the field occur only across 
true characteristic surfaces. However, in asymptoti
cally flat space, as one approaches future null infinity, 
u + 2r does become an incoming null surface with 
the curvature terms falling off in powers of l/r. This 
behavior is sufficient for our purposes.) 

With bcpo above, the varied field components are 
found to be 

~ (Bm) 1 (Bm) (jCPl = ° Y1,mOr -;; + 1 Y1,m(tsif) r2 Or -;: + 0 5 , 

B
m aao 1 (Bm) bCP2 = -lY1.m '3 - -(} lY1,m - Or -

r u r r 

_ o1'1,m{I'5O'0) B: + 11'1,m{tstsif') ~ or (Bm) 
r r r 

(4.8) 
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and 

_ Bm 

JAo = (oY1,m + oY1,m)
r 

- (lY1,mMo + lYl,mBaO)~: + 0" (4.9) 

JAa = -lYl,mrar(~:) 
JA 2 = JAa· 

As anticipated in the introductory paragraphs of 
this section, we find that the gravitational effects 
first appear in order 0" in the spin coefficients. This 
order is too far down in Ijr to make a contribution to 
the conserved quantity defined by Eq. (3.l4) with the 
transformation characterized by (4.6). Therefore, we 
need only be concerned with the wholly electro
magnetic portion of tP which can be written 

tr.) = H - g)i(F"PJA/l - A/lJF"P). (4.10) 

Now inserting Eqs. (4.6)-(4.9) into (4.10), one easily 
shows that the flux integrals on the right-hand side of 
(3.13) vanish in the limit of R -- + 00. The constants 
F m are given by 

F m = lim r (A3b~o - rpobA2)e2br2 sin 0 dr dO drp, 
R-+ 00 JJI{, 

F m = f 1 Yl,mrp~ sin 0 dO drp. (4.11) 

B. Gravitational N-P Constants 

To obtain the gravitational constants, we start with 
the ansatz taken from Appendix C: 

J"Po = 2Y2,ma~[Bm(v)/r], (4.12) 

with Bm(v) = amR61'J(u + 2r - 2R). By the iterative 
process described in connection with the search for 
the Maxwell constants, we develop an asymptotic 
infinitesimal solution. In principle, we require this 
solution for both the Maxwell field and for the 
gravitational field. There is, however, a trick by which 
we can avoid evaluating the varied (infinitesimal) 
Maxwell field. 

In the conserved vector density tP, there is a purely 
gravitational part and a mixed part which contains 
the metric tensor as well as the electromagnetic field: 

P ( )*2 ,,[a .JI]p t(g) = -g g g z,,(J:a' 

trg,.l = U(_g)iF/lPJA" - A"J«-g)!F/lI')]. (4.13) 

One can show easily that 

t(g,.),p = -i"JT"., (4.14) 

when the Maxwell equations and their first variation 
are presumed satisfied. From the fact that the trace of 
the Maxwell stress--energy tensor vanishes, the right
hand side of (4.14) can be wholly expressed in terms of 
the varied metric and the original (unvaried) metric 
and Maxwell fields: 

P T. ~,,,. ()! T"· t(g •• l.p = /l.og = - -g z/lv , (4.15) 

where z/lv is defined following Eq. (3.8). There
fore, the quantity to be integrated over the 4-dimen
sional volume illustrated in Fig. 1 is 

P ()! /lY 0 
t(gl,p - -g z/lvT = . (4.16) 

We shall have to show that the 4-dimensional integral 
over Z"yPV becomes just a 2-dimensional surface 
integral in the limit R -- 00, with the solution deter
mined by (4.12). 

z"v is expressed in terms of the null tetrad given in 
Sec. 2: 

Z"v = (e2bjr) (JV)I/lly + 4(bb)I(/lnv) 

+ 2!i(bUi)I("mv) + 2;.(bUi)I("mv) 

- 2;.(J~i)m"mv - 2!lJ!i)m"m.. (4.17) 
The six functions Jb, b~i, JUi, and bV are determined 
from the first variation of the Newman-Penrose 
equations (4.2), (4.4), and (4.5) of Ref. 11. These 
equations are solved by the iterative procedure. 

With b"Po given in (4.12), the infinitesimal metric 
components are found to be 

Jb = !(ao 2Y2.m + a02Y2.m)O{;Or(~m)J + 0 5 , 

(4. 18a) 

J~i = (tiO 2Y2,m)rO{:2 ar(~m) ] + 0 5 , (4.18b) 

bUi = _2(;i0t5 2Y2.m + !i082Y2,m)Ore:) + 0", 

(4.18c) 

- 2 - -2 (Bm) 18d) !5V=2(t5 2Y2.m+t5 2Y2.m)-;;: +03 , (4. 

It turns out that only the leading terms of the infinites
imal metric components are necessary for the calcula
tion if one chooses r to be the luminosity distance. 
When the same calculation is performed with r an 
affine parameter, additional asymptotic orders must 
be computed for each component of z". := Jg" •. The 
advantage of choosing r the luminosity distance is that 
a large number of terms are gathered together in the 
factor e'lb which otherwise appear in the metric of the 
2-space u = const, r = const. This simplifies the ap
pearance of the equations, as well as their solution. 

Now we are in a position to examine z".T"'; T"· is 
taken from (B37) , and z". is given in (4.17) and (4.18). 
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Therefore, after some manipulation and use of the 
field equations, we obtain (X, are expressions of spin 
weight s whose exact form is not needed) 

( -g)~zJlvTJlV 

. (:1 Bm(v) - - c.. 
= -2s1OO u,xo + -;:s(t5X-1 + t5X1 + 4 2 Y2.m") 

where27 

+ C.c. + 0 7), (4.19) 

and 
1 

F := ~ Fm lYl.m, E:= e oYo•o. 
m=-l 

In the course of the integration over R4 , the two terms 
involving the differential operators t5 and 0 vanish by 
Eq. (A9). Xo is linear in B(v) [see Eq. (4.12)] and hence 
has no support on the boundaries ~l and ~2 of Fig. 2. 

Therefore, 

f (-g)!zllvTllvd4X 
JRc 

= -8 f (2 Y2.mS + C.c.:+ 0 7) sin 0 dr dO dcp. 
JXa-.N\ 

Clearly the delta function in S will give us just a 2-
dimensional surface integral in the limit R -+- 00. 

Going back to (4.16) and treating the divergence 
term as in Eq. (3.13), we find 

f tPlp dr dO dcp 
X,-X, 

= 2f [2rJb + r2a!iJ!i + 4 2 Y2 mS 
X,-X, . 

+ C.C. + 0 7] sin 0 dr dO dcp. 

Again the residual flux integrals over ~2 vanish in 
the limit, and we obtain the constants of the motion 

Gm := f 2Y2.m(tp~ + 4S) sin () dO dcp. (4.21) 

In the absence of the electromagnetic field, S = 0 and 
we have simply 

Gm = f 2Y2.mtp~ sin 0 dO dcp. (4.22) 

From Eq. (B5) we find that tp~ can be expressed in 
terms of the rate of shear rf as 

and therefore 
(4.23) 

G m = - Jim J:. 2 YZ.mr20rr30,.r2a sin () dO d cpo (4.24) 
1"-t00 J 

This way of writing the constants is very suggestive. 
First of all, it shows clearly that the N-P constants 
are independent of the outgoing news which is defined 
by 0'0. Furthermore, since the shear is determined by 
the distribution of matter, one imagines that the con
stants shol.!ld be intimately related to the multi pole 
structure in the infinite past. This interpretation is 
further supported by examining the static Weyl-Levi
Civita solution (translated into outgoing null coordi
nates by Bondi et aU). This solution has one real 
N-P constant 

Go = MQ - D2, (4.25) 

where M, D, and Q are the real mass, dipole, and 
quadrupole moments. The shear of this exact solution 
(with q = US = 0)12 is 

a = _e2bo,.y 
aO(O) 3Q sinS 0 5 sin2 0 =-+ +--

r2 2r4 r5 

X [(T - M2D) cos () + (MQ - D2)] + 0 6 , 

where T is the octupole moment. A BMS "frame" 
exists28 in which aD can be transformed to zero by a 
supertranslation [i.e., aD(O) = t521X«()]. With aD trans
formed away, it is clear that the shear arises solely 
from the structure of the sources. 

One would have hoped that even when S ¢ 0, the 
N-P constants G m could be related to the geometrical 
behavior of null rays in the combined gravitational 
and electromagnetic fields. Unfortunately, the Max
well field modifies the rate of shear only in a higher 
order than is selected in Eq. (4.23). We have not yet 
been able to identify the N-P constants of the com
bined fields with the geometry alone. 

5. SUPER TRANSLATION INV ARIANCE 

The symmetry group of the asymptotically flat 
space-time under consideration is the Bondi-Metzner
Sachs (BMS) group (pseudogroup). This set of 
transformations preserves the Bondi-Sachs metric and 
the asymptotic boundary conditions. The transforma
tions are the conformal transformation of the (0, cp)
sphere into itself with conformal factor K and the 
transformation of one system of null hypersurfaces, 
u = const, into another by 

u' = K«(), cp)[u + oc(O, cp)], 

where oc is an arbitrary real function on the sphere. 
The BMS transformations with (0', cp') = (0, cp) are 
the supertranslations u' = u + IX. (Sachs29 has shown 
that the supertranslations are an invariant Abelian 
subgroup of the BMS group with a factor group iso
morphic to the orthochronous homogeneous Lorentz 
group Lt.) 
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Penrose, working in conformal space, proved that 
the N-P constants are supertranslation invariant.9 

Our calculation provides a simple proof in the physical 
space-time. The N-P constants are obtained from an 
expression of the form 

i tP,pd4x =f tPIp dr dO dcfo + flux = 0, 
R4 No-.N'. 

where in the limit of future null infinity the flux 
vanishes. Suppose X 2 does not belong to the same 
coordinate system as ,N\ (i.e., X 2 is a u' = const 
surface, Xl a u = const surface). Their coordinates 
will be connected by a BMS transformation. If X 2 is 
a u' = u - rx(O, cfo) = const surface, the normal to 
X 2, I; = u:P ' will be a null vector up to terms of 
order 1/r2 (i.e., 1;I'P = - 2,-2115rx12 + Oa). The proof 
is completed by noting that tPI; is nonzero only at 
future null infinity where I; - Ip. 

Under a conformal transformation of the (0, cfo) 
sphere, Ip is unchanged, but the angular part of the 
incoming quadrupole perturbation transforms as a 
D(2, 0) representation of Lt. Thus, in the limit of 
future null infinity, the N-P constants transform as a 
D(2, 0) representation of Lt and are unchanged by 
supertranslations. 

6. IDGHER-ORDER CONSTANTS IN 
CURVED SPACE 

Since there are an infinite number of N-P constants 
in flat space with only the leading members of this 
infinite set discovered to be constant in curved space, 
it is natural to look for higher-order constants or 
determine why they do not exist. The Green's theorem 
technique is used to search for the generators of 
higher-order incoming perturbations. In particular, we 
will examine the Maxwell field for generators of an 
incoming quadrupole perturbation. 

The Maxwell equations for the incoming perturba
tion will be solved by the iterative method of Sec. 4. 
Again, the results of the flat-space theory guide us in 
choosing a trial solution. In flat space the N-P 
constants F;' = P 1 Y2.mcfo~ dO generate an incoming 
quadrupole pulse. Thus, the trial solution will be an 
exact flat-space incoming quadrupole wave plus 
correction term. The flat-space solution is obtained 
from Appendix C: 

- - 2 « bAo = (OY2,m + oY2,m)r oiBmlr), 

~Aa = _(1)* IY2.mr2o~(Bmlr3), (6.1) 

JA2 = JAg, 

i5cfoo = (1)* 1 Y2.mro~(Bm Ir2), 

i5cP1 = OY2.mro~(Bmlr3), 
i5cfo2 = (3)1 -1 Y2,mror(Bm/'r4). 

(6.2) 

To see how far to carry the process of iteration, we 
first examine the integrand of the null surface integral. 
From (4.10), 

(- g)*tP
/ p = e2br2 sin O(A3J~O - cfooJA2) + C.c. (6.3) 

It turns out that terms of JA 2 with curvature correc
tions through 0 5 and terms of Jcfoo through 0 7 con
tribute. These are calculated from the field equations 

(Ll + fl - 2y)dcfoo = (15 - 2T)dcfo1 + adcfo2 
and 

dcfoo = -(D - p)JAa + ai5A2 

by substituting (6.1) and (6.2) and using the iterative 
technique to obtain the corrections. 

Equation (6.3) becomes 

(-g)*tPlp = °r[Xo] 

Bm(v) -1,2 0-0-1,0-+ -6- [(2'1'0 - a a '1'0) 1 Y2.m + ... ] 
r 

+ 0 7 + C.C., (6.4) 

where . . . abbreviates several more terms involving 
curvature quantities. The result in (6.4) fixes the weight 
of the parameter R to be R6. Thus B(v) is chosen as 

Bm(v) := amR6Q(u + 2r - 2R). (6.5) 

Now it is possible to determine if the terms in the 
flux fall off rapidly enough for it to vanish. From 
(4.1 0) the flux integrand is (recall that n p is the normal 
to ~2 at future null infinity) 

(- g}~tPnp = e2br2 sin O( cP2dAa + cPldAo 
- AaJcP2 - AOJcP1) + c.c. (6.6) 

Using one of Maxwell's equations 

(D - P)JcP2 = (is + 217)JcP1 - J..JcPo 

and one of the 0 6 correction terms of Jcfoo, 

o-OijO 1 Y2.mr-1o:(Bmjr), 

we can examine part of the tail of Jcfo2' Its r depend-
ence is 

1. iT 1. o!(Bm) dx, 
r 00 x x 

with B(v) given in (6.5). Performing the integration, 
one obtains O(r - R)/r, where 0 is the unit step func
tion. Examining the third term of the flux integrand 

we find 
e2br2 sin OAsJcfo2' 

e2br2 sin 0 (~g + .. -) 

X ... +}'; -aij + ... ( 
oijo 0 oO(r - R) ) 

1 2.m OU r . 
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It is clear that this tail term (among others) leaves a 
contribution in the flux integral. Hence the result of 
using Green's identity here is that, at future null 
infinity, 

f [(2cP~ - a°o=°cPg) 1 Y2.m + ... ] sin () d() dcP 

= nonzero flux. 

This same analysis holds true in the gravitational 
case as well. Thus, it is clear that the nonexistence of 
higher-order N-P constants is due to the dispersion 
of the space-time curvature. For the higher-order 
incoming pulses, the curvature produces wavetails 
which fall off too slowly for further constants to 
exist. Physically, this result can be understood as 
follows: The lowest incoming multipole perturbations, 
both for electrodynamics and gravitation, are exact 
solutions of the field equations at future null infinity. 
This is no longer true for the higher multi pole solu
tions. For, in that case, the correction terms (wave
tails) interfere with the linearized multipole fields even 
at future null infinity. 

7. SUMMARY 

The aim of this research has been to investigate the 
N-P constants and their associated symmetries. The 
initial work of Goldberg and Robinson has been 
supported and extended. 

Of the infinite set of flat space N-P constants, only 
the first members are preserved as constants in 
curved space. The invariant transformations which 
they generate have been found to be incoming 
multi pole waves (dipole for the electromagnetic con
stants, quadrupole for the gravitational constants) 
with support restricted to future null infinity. The 
nonexistence of higher-order constants has been 
discussed, and the invariant transformations they 
would have generated have been examined. Higher 
multi pole wave perturbations have been obtained 
from the infinitesimal form of the field equations by 
an iteration process. The incoming higher multi pole 
pulses are found to have correction terms (added 
to the exact flat-space solutions) which are wavetails 
that fall off too slowly for their contribution in the 
flux to vanish at future null infinity. Thus the space
time curvature is seen to allow only the lowest 
multipole incoming perturbations as invariant trans
formations generated by constants. 

The Goldberg-Newman generalization of Green's 
identity has been used to obtain the Maxwell and 
Einstein-Maxwell N-P constants, and the invariant 
transformations they generate have been identified by 

comparing the generalized Green's identity and Noe· 
ther's equation. The pure gravitational constants 
have been obtained from the shear of the outgoing 
null geodesics. This shows a close connection between 
the constants and physical sources, since part of the 
shear arises from the multipole structure of sources. 
Indeed, the presence of mass is always signaled by the 
shear of the surrounding null hypersurfaces. Even a 
Schwarz schild mass, unless viewed from a preferred 
frame, is to be observed via a shearing null congruence. 
It is when the preferred shear-free congruences exist 
that the N-P constants vanish. Let us stress that we 
find it unsatisfactory that a simple geometrical explana
tion has been obtained only for the pure gravitational 
field and not for the combined Einstein-Maxwell 
fields. 

A null gauge has been used in the electromagnetic 
calculations, and Bondi-Sachs coordinate conditions 
adopted for gravitation. These algebraic, rather than 
differential, gauges are conformally invariant and 
allow the entire presentation to be taken over intact 
to Penrose's unphysical conformal space. Only in the 
conformal space is the limit of future null infinity a 
well-defined geometric object, and the arguments in 
this paper can be made rigorous by taking them over 
to the conformal space. 

The supertranslation invariance of the constants 
has been obtained by examining the calculation over 
null surfaces belonging to different coordinate systems. 
The BMS transformation between the different sur
faces leads directly to the supertranslation invariance 
of the constants. 

No additional understanding of the selection rules 
imposed by the constants on radiative processes has 
been gained in these studies, and this topic along with 
an investigation of the effect of modifying the space
time boundary conditions requires further investiga
tion for deeper insight into the N-P constants. 

APPENDIX A: THE DIFFERENTIAL OPERATOR 
~ AND SPIN-S SPHERICAL HARMONICS 

Here we will list the properties of t5 and the spin-s 
spherical harmonics 8 Y!'m , which were introduced by 
Newman and Penrose.28.30-32 

Let the real and imaginary parts of the complex null 
vector field mil be spacelike vectors in the tangent 
plane of the sphere. Under a rotation of these vectors 
through the angle "P, the complex vector transforms as 

(Ai) 

A function defined on the sphere is said to have spin 
weight s if, under the above rotation, 

(A2) 
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The operator ~(~) raises (lowers) by one the spin 
weight of a function 'fJ with definite spin weight s. In 
general, s can be integral or half-integral. For s an 
integer, the .Yl.m can be related to the ordinary 
spherical harmonics by33 

8YZ.m := [(1- s)!/(I + s)!]1(21~)8Yz.m' 0 ~ s ~ /, 

:= (-1)8[(/ + s)!/(/- s)!]1(215)-sYz.m, 

-/ ~ s ~ O. (A3) 

For each value of s, the BYz.m form a complete ortho
normal set of functions on the sphere: 

where dO. is the spherical area element. The following 
properties are easily verified: 

and similarly 

t5'fJ := - ~ (sin O)-s(i. - -}-~) [(sin 0)''fJ]. 
,,2 00 smOocp 

With 

o 1 IX = - -- cot 0 and 
2../2 

(A12b) 

~iO = _1 (1 _i ) 
../2 'sin 0 ' 

the leading term of the differential operator 15 + 2sIX 
is -~ when acting on a quantity of spin weight s. 
That is, 

(AI3) 

and similarly 

(A14) 

(AS) where 'fJ has spin weight s. 

21lS.Yz•m = [(1- s)(/ + s + 1)]1 s+lYz.m, 

218 s Yz.m = - [(I + s)(I- s + 1)]1 8 _ 1 Yz.m' (A6) 

Hence 

(2~~ + 28~ - S2).Yz.m = -/(1 + 1)8Yz.m' (A7) 

The commutation properties of ~ and i5 are given by 

(A8) 

As a consequence of (A6), ~ annihilates .Y •. m 

while ti annihilates s Ys•m • One further important 
property is that if IX and f3 have spin weights one and 
minus one, respectively, then 

f t51X dO. = f ~f3 dO. = O. (A9) 

If the quantity T is defined as a solution of the 
differential equation 

(AIO) 

where 'fJ has spin weight s, then T exists and has spin 
weight s + 1 if (a) 'fJ has spin weight s < 0 or if (b) 
'Yj has spin weight s ~ 0 and LY •. m'Yjdn = 0 (i.e., 
'Yj does not possess its lowest possible I). 

When T exists, it can be written6 as 

T = i5-1 'Yj. (All) 

Finally, note that if the usual spherical angles (0, cp) 
are introduced on the sphere, then ~ acting on a 
spin-s function has the representation 

~'Yj := - J... (sin o).(!. + -}-1-) [(sin Or81j], 
../2 00 SID 0 ocp 

(A12a) 

APPENDIX B: ASYMPTOTIC SOLUTIONS 
OF THE FIELD EQUATIONS 

Asymptotic solutions of the Einstein-Maxwell field 
equations have been obtained subject to the conditions 
that space-time be asymptotically flat and that the 
Maxwell fields vanish asymptotically. In Ref. 11 it is 
demonstrated that, for the vacuum field equations, a 
very weak condition which insures the asymptotic 
flatness of space-time is "Po = 0(I/r5) (along with 
certain smoothness conditions). Similarly one can 
show that the condition for the flat-space Maxwell 
field to vanish asymptotically is CPo == 0(I/r3). For 
the combined Einstein-Maxwell field, Kozarzewski34 

has shown that the combined assumptions imply the 
asymptotic flatness of space-time and the asymptotic 
vanishing of the Maxwell field. The asymptotic order 
of the spin coefficients is the same for both the vacuum 
field and the Einstein-Maxwell field. 

To obtain the asymptotic solutions using our 
choice of tetrad, we followed the techniques of 
Newman and Unti.I6 First, one integrates the "radial" 
equations to obtain the asymptotic r dependence of 
the solution on a given u = const hypersurface. 
This solution will contain "constants" of iRtegration 
(actually functions of 0, cp on a given null hyper
surface). The "nonradial" field equations will deter
mine the propagation of the solution off the given 
hypersurface and relate the "constants" of integration 
to the initial data. The method is straightforward, and 
so here we list some definitions and then give the 
asymptotic solutions . 

The twelve complex spin coefficients (linear 
combinations of the Ricci rotation coefficients) are 
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defined below: 

K := mJlDlJl , E:= i(nJlDlJl - mJlDmJl), 

7T := -mJl DnJl , 

p := mJlolJl , ex:= i(nJlolJl - mJl~mJl)' 
;. := -mJlbnJl , 

a : = mJl(jlJl' f3: = i(nJlMJl - mJl(jmJl), 

ft := -mJl(jnJl , 

T:= mJlalJl , y:= i(nJlalJl - mJlamJl), 

')1:= -mJlanJl . 

(B1) 

The Weyl tensor components are the five complex 
scalars 

"Po := -CJlvPtllJlmVlPmtl, 

"PI := -CJlvPtllJlnvlPmtl, 

"P2 := -CJlVPtlmJlnVlPmtl, (B2) 

"P3 := -CJlVPtlmJlnVlPntl, 

"P4 := -CJlVPtlmJlnVmPntl. 

The Ricci tensor components are the four real and 
three complex scalars 

$00 = (Doo := -tRJl.lJllV, 

$u = (Du := -iRJlv(lJlnV + mJlmV), 

$22 = (D22 := -iRJlvnJlnV, 

A = A:= 2\R, 
$01 = (DI0 := -tRJlvlJlmV, 

$02 = iI>20 := -iRJlvmJlmV, 

$12 = (D21 := -!RJlvnJlmv. 

(B3) 

The Maxwell field components are the three complex 
scalars 

where 

° 1 ex = - --cot (1 
2J2 ' 

f3 = _5o°r-1 - exOaOr-2 

- l(5o°aoao - 2ao~ao + "P~)r-3 + 0 4, (BlO) 

.l -1 1 ( ° 00'° ...,0 oao 
ft = - 2

r - 2 a ou + a ou 

+ "P~ + ip~ + ts2aO + ~2aO)r-2 + os, (Bll) 

;. = oao r-1 + l(ao - 2ts~aO)r-2 + 0
3

, (B12) 
ou 

y = -(i"Pg + 5o°~ao - exotsa~r-2 + 0 3 , (B13) 

_ ![~( ooao + _ooao + 0+ -o)J -2 + 0 
')I - - u a a "P2 "P2 r 3 • 

2 OU OU 
(B14) 

The metric components are the following: 

~i = ~iOr-l _ aOfiOr-2 + taOa°.;iOr-3 + 0 4, (BI5) 

where 

(B16) 

ui = (!i°tsaO + ~i~ao)r-2 
+ -HfiO(4"P~ - 3~(aoijO) - 12aO~a<') 

+ c.c.]r-3 + 0 4 , (B17) 

b = -i:a°itr-2 + /s[2(aOao)2 + a°ipg + ao"P~ 
(B4) - 2cpg¢;g]r-4 + 0 5 , (B18) 

,/. F -Jl v 
'1'2:= JlVm n . 

We present below the asymptotic solutions of the 
N-P field equations. Abbreviating O(ljrn) by On,we 
see that the spin coefficients are 

a = aOr-2 -i"Pg r-4 -1"P~ r-5 + 0 6, (B5) 

p = - r-1 
- t( aOijO)r-3 + Os, (B6) 

T = -(~aO)r-2 + a~(ao(yo) - "P~ + 2aoMo]r-3 + 0 4, 

(B7) 

7T = - (~a<')r-2 + [ts( aO a<') - ip~ + 20'°tsaO]r-3 + 0 4, 

(B8) 

ex = exOr-1 + (50°0'° - ~a<')r-2 

+ U exO aO 0'0 + 20'°tsaO + ~(aO a<') - ip~] r -3 + 0 4, 

(B9) 

The Weyl tensor components are 

"Po = "Pgr- s + "P~r-6 + 0 7, (B19) 

"PI = "P~r-4 + (~"Pg + 3cpgq;~)r-s + 0 6, (B20) 

"P2 = "P~r-3 + (~"P~ + 2cp~q;~)r-4 + 0 5, (B21) 

"P3 = "P~r-2 + (~"P~ + cp~q;~)r-3 + 0 4, (B22) 

"P4 = "P~r-I + (~"P~r-2 + Os. 

The Maxwell field components are 

CPo = cpgr-3 + cp~r-4 + Os, 

CPl = cp~r-2 + (~cpg)r-s + 0 4, 

CP2 = cpgr-1 + (~cp~r-2 + Os. 

(B23) 

(B24) 

(B25) 

(B26) 
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Finally, we have the further equations involving u 
derivatives: 

- oe,o aao 
tllO _ tit° = t52(J0 _ t52it' + it' - - aO - (B27) 
r2 r2 ou ou ' 

(B2S) 

o a2it' 
"P. = - au2 ' (B29) 

au"P~ + t5"P~ - 3(J°"P~ - 3c/>~~~ = 0, (B30) 

au"P~ + t5"P~ - 2(J°"P~ - 2c/>~~~ = 0, (B31) 

au"P~ + B"(t5"P~ - 4(J°"P~) 
+ 4( ~~c/>~ - 2(J°c/>~~~ - c/>~~g) = 0, (B32) 

au"P~ + t5"P~ - (J0"P~ - c/>~~~ = 0, (B33) 

auc/>~ + t5c/>~ - (J0c/>~ = 0, (B34) 

auc/>~ + 8(t5c/>~ - 2(J°c/>n = 0, (B35) 

aucP~ + t5c/>g = 0. (B36) 

For purposes of reference, we include the tetrad form 
of the Maxwell stress-energy tensor: 

tT"v = c/>2~21/lZV + c/>o~on/lnV 
+ ~0c/>2m/lmV + c/>0~2iii/liiiV 
- 2~1c/>21(/lmv) - 2c/>1~21(/lm") 

- 2~0c/>ln(/lmv) - 2c/>O~ln(/lm") 

+ 2c/>1~1(l(/lnv) + m(/liiiv». (B37) 

APPENDIX C: EXACT MULTIPOLE SOLUTIONS 
IN FLAT SPACE 

The exact flat-.space multipole solutions are well 
known both for the Maxwell field and the linearized 
Weyl field. For the convenience of the reader we list 
the advanced solutions in terms of the coordinates and 
notation of this paper. The incoming solutions are 
given in terms of an arbitrary function B = B(v) 
whose argument is constant on the past null cones 
v = u + 2r. Specifying the function is equivalent to 
giving the incoming news. 

The Maxwell components are 

y; !-lal+1 
( 

2 
)
t (B!m) 

1>0 = 1(1 + 1) 1 I.mr 
r 7' (CI) 

The advanced Weyl tensor components are 

where 

and 
Kp := [2P(1 - p)!/(l + p)!]l 

1 ~ 2, -I =:;; m =:;; +1. 

(C4) 

(C5) 

(C6) 

(C7) 
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A perturbation theory has been worked out for the decay of autonomous, nonlinear oscillations in the 
case where there is large linear damping. The solution reduces to a solution obtained by Kryloff and 
Bogoliuboff for small damping and to the perturbation solution for periodic oscillations for vanishing 
damping. The solution is applied to the decay of oscillations in Duffing's equation. In this case it shows 
good agreement with a solution obtained by numerical integration. 

I. INTRODUCTION 

In most treatments of nonlinear oscillations by 
perturbation methods, only periodic oscillations are 
treated; transients are not considered. Kryloff and 
Bogoliuboff1 have used a perturbation method to 
discuss transients in the equation 

and ao and 'ljJo are constants. We seek a solution of 
Eq. (2) that reduces to Eqs. (3) and (4) in the limit 
E-O. 

Following Kryloff and Bogoliuboff, we look for a 
solution 

x = x(a, 'IjJ), (5) 

x + y2X = -if(x, x), (1) where x is periodic in 'IjJ and where 

where E is a small parameter. In this equation the 
damping terms are small. 

It is of interest to extend the perturbation method to 
the case where there is a large linear damping in 
addition to small nonlinear terms. In the present 
paper the method of Kryloff and Bogoliuboff is 
extended to the equation 

x + 2yx + y2X = -if(x, x), (2) 

where again E is a small parameter. It is assumed that 
y < y so that the system is underdamped in the linear 
approximation. 

The perturbation method is developed in Sec. II. 
In Sec. III it is applied to the decay of oscillations 
described by Duffing's equation. 

II. THE PERTURBATION METHOD 

For E = 0, Eq. (2) has the solution 

x = aoe-yt cos (wot + 'ljJo), 
where 

(3) 

(4) 

da = ;(a), d'IjJ = w(a). 
dt dt 

(6) 

Substituting Eqs. (5) and (6) in Eq. (2) yields 

w2 02X + 2w; 02X + e 02X + (~dw + 2YW) ox 
O'IjJ2 oao'IjJ oa2 da O'IjJ 

+ (~d~ + 2Y~)OX + y2x 
da oa 

= -Ef(X' w ox + ~ OX). (7) 
O'IjJ oa 

To obtain a perturbation solution of Eq. (7), x, ;, 
and ware expanded in powers of E; thus 

x = Xo + EXl + ... , 
~ =. -ya + E~l + ... , (8) 

w = Wo + EWl + ... , 
where Wo is given by Eq. (4). The leading terms in the 
expansions for ; and ware chosen to yield the solu
tion (3) and (4) in the limit E - 0. 
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x + y2X = -if(x, x), (1) where x is periodic in 'IjJ and where 
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damping terms are small. 

It is of interest to extend the perturbation method to 
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addition to small nonlinear terms. In the present 
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extended to the equation 
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where again E is a small parameter. It is assumed that 
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Substitution of Eq. (8) into Eq. (7) yields a system 
of equations for the terms in Eq. (8). The equation 
for the zero-order terms is 

2 02xo 2 02xo 2 2 02xo + 2 oXo 
Wo 01l - ywoa oao'IjJ + y a oa2 ywo 0'IjJ 

2 OXo (2 2) 0 (9) - Y a - + Wo + Y Xo = , 
oa 

which has the solution 

Xo = a cos 'IjJ. (10) 

The first-order equation is 

2 02XI 2 02XI + 2 2 02XI 
Wo 0!p2 - ywoa oao!p y a oa2 

OX I 2 OX I (2 2) + 2ywo - - y a -;- + Wo + Y Xl 
o!p ua 

. dwl • 
= 2WOWIa cos !p + 2WO;1 sm !p - ya - a sm !p 

da 

( 
d;l ) + ya da - y;l cos!p 

- f(a cos !p, -woa sin 'IjJ - ya cos !p). (11) 

Since the functionfis periodic in !p, it can be expanded 
in a Fourier series: 

00 

f = !Fo(a) + ! [F ia) cos nIp + Gn(a) sin nIp]. (12) 
n=O 

The coefficients in Eq. (12) can in turn be expanded 
in Maclaurin's series in a; 

00 00 

Fn(a) = !Fkn)ak, Gn(a) = !Gkn)ak
• (13) 

k=O k=O 

In the limit y -+ 0, the terms in cos 'IjJ and sin!p on 
the right side of Eq. (11) must vanish identically to 
prevent the appearance of secular terms in the solu
tion. l We require that these terms vanish for all y. 
This leads to the equations 

2wOwia + ya d;l - y;l = FI(a), 
da 

Expanding ;1 and WI in power series in a, 

00 

(14) 

from which we obtain 

A(l) _ (k - l)yFk1J + 2woG~l) 
k - 4w~ + (k - 1ly2 ' 

B
(1) _ 2woFklJ - (k - 1)yG~I) 

k - 4w~ + (k _ 1 )2y2 
(16) 

To determine Xl' it is written as a Fourier series in!p, 

00 

xI(a, !p) = boCa) + ! [yia) cos n'IjJ + zn(a) sin mp], 
n=2 

(17) 

and the coefficients are expanded in power series in a, 

Substituting Eqs. (17) and (18) into Eq. (11) and using 
Eqs. (12) and (13) then gives 

[(1 - n2)w~ + (k - 1)2y2]Akn) 

- 2n(k - l)ywoBknl = -Fknl, 

2n(k - l)ywoAknl + [(1 - n2)w~ 

+ (k - 1)2y2]BlnJ = -Gknl , 

which have the solutions 

[(I-n2)w~+(k-l)2y2]Fknl +2n(k-l)ywoGlnl 
= -

[(1- n2)w~+(k_l)2y2]2+4n2(k_l)2y2w~ 

(nl 2n(k-l)ywoFknl - [(I-n2)w~+(k-l)2y2]Gknl 
B -

k - [(1- n2)w~+(k_l)2y2]2+4n2(k_l)2y2w~ 

(19) 

This completes the determination of the first-order 
corrections to the solution. The procedure can be 
carried to higher orders in the same way. 

III. EXAMPLE: DUFFING'S EQUATION 

As an example of the above procedure, we consider 
the decay of oscillations in Duffing's equation, 

(20) 

In this equation 

f(xo, xo) = x~ = a3 cos3 !p = a3(i cos !p + ! cos 3'IjJ) 
_ ""B(1)ak - 1 

WI - £., k , (15) (21) 
k=O 

leads to the equations 

(k - l)yA:Cl) + 2woBklJ = Fkl), 

2woAil) - (k - 1)yBi1J = Gil), 

or 
(22) 

with all other coefficients vanishing. The coefficients in 
the solution are obtained from Eqs. (16) and (19). 
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The nonvanishing coefficients are 

A (1) _ 3y B(3!) _ 3wo 
3 - 8112 ' - 8112 ' 

(3) 2w~ _ y2 
A3 = , 

16112( 4w~ + y2) 

B
(3) _ 3ywo 
3 -

16112( 4w~ + y2) 

Combining the results obtained above yields 

and 

da 3y€ 3 
-= -ya +-a 
dt 8112 

d1p 3wo€ 2 
-=wo+--a. 
dt 8112 

Equation (24) has the solution 

I ( 3€a2 )! 
a = aoe-yt 1 + 81120 (e-

2yt 
- 1) . 

(23) 

(24) 

(25) 

(26) 

Substituting Eq. (26) into Eq. (25) and integrating 
gives 

€W ( 3€a~ -2 t ) 1p = 1po + wot - _0 In 1 + -2 (e y - 1) . (27) 
2y 811 

Finally, to first order in €, the solution to Eq. (20) is 

x = a cos 1p + €A~3)a~ cos 31p + €B~3)a3 sin 31p. (28) 

As a check on the solution of Eq. (20) obtained 
above, a second solution was obtained by numerical 

---.LJ--.l...- I I I I ~_--L-_ L __ J _ "..L-L .... L--.l_--' __ 

8 

FIG. 1. Solutions of Eq. (20) obtained by perturbation theory 
(solid line) and numerical integration (dashed line) for y = 1/";2, 
v = I, and" = 1. 

integration using a fourth-order Runge-Kutta for
mula.2 The results are plotted in Fig. 1 for y = 1/../2, 
11 = 1, and € = 1. The two curves agree very closely 
even in the region where the function is changing 
rapidly. 
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The established normal modes of the vector equation of transfer describing the transport of polarized 
light are used to construct solutions to typical half-space problems. The half-range completeness theorem 
required by this method is discussed in the context of systems of singular integral equations. Although 
the Riemann-Hilbert problem encountered here is defined in terms of continuous rather than Holder
continuous functions, the existence of a canonical solution is established, and the developed properties 
of this canonical matrix are used to complete the proof of the necessary half-range expansion theorem. 

I. INTRODUCTION 

We consider here the vector equation of transfer 

ft.£. I(T,p) + I(T, ft) = !WQ(ft)fl O(ft')I(T, ft') dft' aT -1 
(1) 

applicable to several studies of the scattering of 
polarized light.! Relying principally on Chandrasek
har's formulation of this mathematical modeI,1 we 
denote by I(T, ft) a vector who~e two components 
[I(T, ft) and [reT, ft) are the angular intensities in the 
two states of polarization. Further, T is the optical 
variable, and ft is the direction cosine (as measured 
from the positive T axis) of the propagating radiation. 

The scattering process c()nsidered here is character
ized in Eq. (1) by the single-scatter albedo wand the 
square matrix Q(ft), with O(ft) denoting the transpose 
of Q(ft). Although much of the analysis presented in 
this paper is valid for a general Q matrix of poly
nomials, we are concerned primarily with the form 

Q( ) = 3(c + 2)![Cft2 + i(1 - c) (2c)!(1 - ft2)J . 
ft 2(c + 2) l(c + 2) 0' 

(2) 

we thus allow the right-hand side ofEq. (1) to contain 
the two parameters wand c so that the following 
special cases can be readily identified: 

For c = 1 and w = 1, Eq. (1) with Eq. (2) yields 
Chandrasekhar's conservative Rayleigh-scattering 
model1 

ft.£. I(T, ft) + I(T,ft) = iiI K(,u,ft')I(T,ft') dft', (3) aT -1 
where 

K(ft, ft') = 1[2(1 - ,u2)(1 ;,/2) + ,u2ft'2 ~]. (4) 

For the case C E [0, 1] and w = 1, Eqs. (1) and (2) 
yield Chandrasekhar's conservative modeP for a 

mixture of scattering laws, 

a 
ft-I(T,ft) + I(T,ft) aT 

= -~fl[CK(ft,,u') + (1 - c)E]I(T,ft') d,u', (5) 

where 

(6) 

Finally, observing the choices c = 1 and wE 
[0, 1), we note that Eqs. (1) and (2) yield the non
conservative version of Eq. (3), as considered, for 
example, by Simmons,2 Mullikin,3 Abhyankar and 
Fymat,4 and Schnatz and Siewert,5 whereas, if we 
allow the values C E [0, 1] and wE [0, 1), we obtain 
the analogous nonconservative version of Eq. (5). 

In order to establish the elementary solutions of 
Eq. (1), we introduce the proposed form 

I~(T, ft) = W('YJ, ft)e- T
/
q (7) 

to obtain 

where the normalization vector M('YJ) is given by 

In the usual manner, 6 we first consider the discrete 
spectrum, 'YJ ¢ [-1, 1], and solve Eq. (8) to find 

1 
4»(±'YJo, ft) = tw'YJo -- Q(ft)M(±'YJo), (10) 

'YJo =F ft 

where ± 'YJo are the two zeros (in the complex plane 
cut from -1 to 1 along the real axis) of the dispersion 
function 

A(z) = det A(z), (11) 
where 

i1 . d,u 
A(z) = I + z 'I'(ft) -- ; 

-1 ,u - Z 
(12) 

3416 



                                                                                                                                    

HALF-RANGE EXPANSION THEOREMS OF POLARIZED LIGHT 3417 

here I denotes the unit matrix, and the "characteristic" ably more important half-range expansion theorem 
matrix is we wish to discuss. 

(13) 

Clearly since 'I'(ft) is a symmetic matrix, A(z) is 
symmetric; further, we note that A(z) = A( -z). 
Although the normalization vectors can be established 
from 

(14) 

we do not require any explicit forms here. 
Solving Eq. (8) now for fJ E (-1, 1), we write 

where the symbol P denotes that all ensuing integrals 
are to be evaluated in the Cauchy principal-value 
sense and (l(x) is the Dirac (l functional. If we 

multiply Eq. (15) by QCu) and integrate over ,u from 
- 1 to 1, we find 

[;'(fJ) - ),(fJ)'I'(fJ)]M(fJ) = 0; (16) 

and hence from 

det [;'(fJ) - ),(fJ)'I'(1])] = 0, (17) 
where 

i l P 
;'(fJ) = I + fJ 'I'(,u) -- d,u, 

-1 ,u - fJ 
(18) 

we obtain, in general, a quadratic equation in A(fJ), 
which yields two solutions Al (fJ) and A2( fJ). There is 
thus a twofold degeneracy for the continuum, fJ E 
(-1, 1); there result then two solutions to Eq. (8), 

II. ANALYSIS 

In order to illustrate the need for the half-range 
expansion theorem, we consider a typical half-space 
problem: We seek a bounded solution to Eq. (1) for 
T E [0, 00) such that the radiation incident at the 
surface may be specified, i.e., 

1(0, ,u) = I(,u), ,u E (0, 1), (21) 

where I(ft) is given. Clearly, a bounded solution can be 
readily obtained from Eq. (20) by requiring A( - fJo) == 
o and A1(fJ) = A2(1]) == 0, fJ < O. Thus the desired 
solution can be written as 

I( T,,u) = A(fJo)4»(fJo, ,u)e-T/'I. 

+ r [A1(fJ)4»I(fJ,,u) + AlfJ)4»2(fJ, ,u)rT/'1 dfJ, 

(22) 

where the expansion coefficients must be chosen 
such that Eq. (21) is satisfied. We must solve, there
fore, the system of singular integral equations 

l(,u) = A( 1]0)4»(1]0' ,u) 

+ f [A 1(fJ)4»ifJ,,u) + A2(1])4»2(1], ,u)] d1], 

,u E (0, 1). (23) 

A statement to the effect that Eq. (23) admits a 
solution for an arbitrary H6lder7 vector I(,u) is the 
required half-range expansion theorem; it is this 
statement we wish to establish. 

For the sake of notational convenience, we now 
introduce the matrix 

(24) 

fJ E (-1,1), ex = 1 and 2. (19) and a vector A(fJ), with elements A1(fJ) and A2(fJ), 
in order to write Eq. (23) as 

Since the normal modes are now explicitly available, 
we write our general solution to Eq. (1) in the form 

I(T,,u) = A(fJo)4»(fJo, ,u)e-T/'I. + A( -fJo)4»( -fJo ,,u)eT/'I. 

+ fl [A1(fJ)4»1(fJ,,u) + A2(fJ)4»2(fJ, ,u)]e-T/'I d'f), 

(20) 

where A(±fJo) and Ai'f), oc = 1 and 2, are the arbi
trary expansion coefficients to be determined once 
the boundary conditions of a given problem are 
specified. The full-range expansion theorem for the 
eigenvectors considered here has been established by 
Schnatz and Siewert5 ; it is, however, the consider-

(25) 

where temporarily we have taken the discrete term to 
the left-hand side of the equation and defined 

(26) 

We note that, when Eq. (15) is premultiplied by Q(,u) 
and Eq. (16) is used"there results 
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where V(",) is the normalization matrix: 

A more convenient form of Eq. (25) can now be 
established by premultiplying that equation by Q(.u) 
and using Eq. (27): 

0(,u)1'(,u) = ).(,u)B(,u) + 'I'(,u)i
1

'1}B('I}) ~ d'l}, 
o 'I}-,u 

,u E (0, 1), (29) 
where we have defined 

(30) 

In the usual manner, Eq. (29) can be converted to an 
equivalent inhomogeneous Riemann-Hilbert prob
lem.5- 7 To this end, we introduce the sectionally 
holomorphic function 

1 i1 d", N(z) = -. 'l}B(1]) -- , 
2m 0 1] - z 

(31) 

with boundary values, from above ( + ) and below ( - ) 
the cut, given by the Plemelj formulas7 

1 i1 P ~(.u) = -. ",B(",) -- dn ± t,uB(,u), ,u E (0,0; 
2m 0 n - ,u 

and 

(32) 

,u E (0, 1), 

(33a) 

N+(,u) - N-(,u) = ,uB(,u), ,u E (0, 1). (33b) 

The boundary values of the A matrix, as given by 
Eq. (12), are related by 

A+(,u) + A-(,u) = 2).(,u), ,u E (-1,1), (34a) 

and 

A+(,u) - A-(,u) = 27Ti,u'l'(,u), ,u E (-1,1); (34b) 

these relations can be used with Eqs. (33) to write 
Eq. (29) in the form 

,uQ(,u)I'(,u) = A+(,u)N+(,u) - A-(,u)N-(,u), 

,u E (0, 1). (35) 

The general solution to the inhomogeneous Eq. 
(35) may be written as7 

N(z) = X-1(Z)(~ llr(,u)I'(,u) ~ + P(Z») , 
27T1 0 ,u - Z 

(36) 

where P(z) is a vector with polynomial elements, 

r(,u) = ,uX+(,u)[A+(,u)]-1Q(,u), (37) 

and X(z) is the canonical solution to the homogeneous 
prol?lem 

X+(,u) = X-(,u)[A-(,u)]-1A+(,u), ,u E (0,1). (38) 

Clearly, then, to complete the desired proof,we must 
argue that a matrix X(z), analytic in the complex 
plane cut from ° to 1 along the real axis, exists and 
has properties such that N(z) as given by Eq. (36) 
can be made consistent with the original definition 
introduced by Eq. (31). 

In order to be consistent with the notational con
vention established by Muskhelishvili7 and Vekua,8 
we define 4»(z) to be the transpose of X(z) and thus 
write the transpose of Eq. (38) as 

4»+(,u) = G(,u)4»-(,u), ,u E (0, 1), (39a) 

where the symmetry properties of A(z) allow us to 
write 

G(,u) = A+(,u)[A-(,u)]-t, ,u E (0, 1). (39b) 

It is clear that,by adding an arbitrary arc C1 to the 
real-line segment [0, 1], we need only deal with a 
closed Lyapanov contour C. On C1 we define 
G(,u) = I; thus, since Eq. (12) yields continuous 
boundary values on (0, 1) while at the end points of 
the line segment lim,,~o+ G(,u) = lim" .... 1_ G(,u) = I, 
the matrix G(,u) is continuous for all ,u E C. This 
function, however, fails to be Holder continuous at 
,u = 1, as can be seen from the special case c = 0. 
Here G(,u) becomes 

[
g(,u) 0J GoC,u) = ° l',u E (0,1), c = 0, (40) 

with g(,u) being equivalent to the one-speed result 
discussed by Case and Zweifel9 : 

[ (
1 -,u) J-1 

X 1 + lw,u In 1 +,u - lW,u7Ti . (41) 

In order for g(,u) to be HOlder continuous at ,u = 1, 
we require Ig(,u) - g(l )I/I,u - 11« to be bounded for 
some at E [0, 1). However, 

.;.;;.Ig...;:.,(,u...;...)_----'ll = W,u7T 11 + lw,u In (_1 _-_,u) -lW,u7Ti/ 
l,u - W l,u - 11" 1 +,u 

(42) 
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is clearly unbounded for all appropriate ex. For the 
same reason, the matrix G(,u) fails to be piecewise 
Holder continuous on C. Thus, without modification, 
it is apparent that neither the theory given by 
Muskhelishvili7 nor that of Vekua8 is sufficient for the 
solution of 

fIl+(,u) = G(,u)fIl-(,u), ,u E C, (43) 

and so we base our reasoning for the existence of a 
canonical solution on the theory given by Mandza
vidze and Hvedelidze.1o These authors prove that if 
G(,u) is a nonsingular continuous matrix and C a 
simple closed Lyapanov curve, then there exists a so
called canonical matrix fIlo(z) such that: (i) The 
matrices fIlo(z) and [fIlO(Z)]-l are representable by 
Cauchy integrals with polynomial principal parts at 
infinity; (ii) the matrix fIlo(z) has normal form at 
infinity; (iii) the boundary values on C of fIlo(z) are 
L1J functions (p > 1) and those of [fIlO(Z)]-l are La 
functions, p and q being conjugate indices; in 
addition, these boundary values satisfy 

G(,u) = fIlt(,u)[fIlO(,u)t1 (44) 

almost everywhere on C. The procedure reported by 
Mandzavidze and Hvedelidze is not concerned with 
the solubility and equivalence of a certain quasi
Fredholm equation as is the theory given by Muskhel
ishvili (see Eq. 126.5, p. 386 of Ref. 7). Basically their 
method is to show that the problem 

9-L (,u) - 9-(f-l) = G1Cf-l)9-(f-l) + E(f-l), f-l on C, 

(45) 

where each component of the matrix G1(f-l) is suffi
ciently small and E(,u) is a given matrix of L1J func
tions, can be solved by the following sequence: 

9o(,u) = 0 (46a) 
and 

1 i d,u 9 m(z) = -. G1(f-l)9;;:'-1(f-l)--
2m 0 ,u - z 

1 i df-l + -. E(f-l) --, m = 1, 2, 3, .... 
27Tl 0 f-l - Z 

(46b) 

This sequence has been shown to be Cauchy in the 
L1J normlO and hence convergent to an L1J function 
which satisfies Eq. (45) almost everywhere. 

In order to establish the required properties of this 
canonical solution, we need to determine the index 
of G(,u), namely 

1 
I< = -. [arg det G(f-l)]o 

2m 

which is easily seen, for the case of Q(f-l) as given by 

Eq. (2), to be unity. Thus the partial indices7 •1o satisfy 

(47) 

In actual fact, these partial indices turn out to be 
zero and unity. A proof of this may be modeled on 
one given by Kuseer.ll Let fIlo(z) be the canonical 
solution to Eq. (43); then it is easily shown7 •1o that 
any other solution of finite degree at infinity can be 
expressed as 

fIl(z) = fIlo(z)P(z), (48) 

where P(z) is a matrix of polynomials. Considering 
now the function 

'I'(z) = A(z)[io(-z)]-l, (49) 

we note that the boundary values of 'I'(z) on C 
clearly satisfy Eq. (43) almost everywhere. If we now 
change z to -z in Eq. (49), we can take boundary 
values of the resulting equation to obtain 

'1'-( -f-l) = A+(f-l)[it(f-l)tl, ,u E (0, 1), (50a) 
while 

'1'+( -f-l) = A-(f-l)[tlto(,u)tt. ,u E (0, 1), (SOb) 

since, as noted previously, A(z) = A( -z). Equation 

(43) and the fact that A(z) = A(z) can now be used 
to show that Eqs. (50) yield 'l'-( -,u) = 'l'+( -,u), 
,u E (0,1), almost everywhere. Clearly, then, 'l'(z) is 
analytic in the plane cut from 0 to 1 on the real axis 
and of finite degree at infinity, and thus 'l' (z) is a 
solution to Eq. (43). Consequently, it can be expressed 
in the form of Eq. (48). We now suppose that one of 
the partial indices is negative, say 1<1 [note from 
Eq. (47) that only one can be negative]; then the 
first element of the first column of fIlo(z) has a pole 
at infinity. This implies, however, from Eq. (49) that 
the first column of 'l'(z) vanishes at infinity. But, 
recalling Eq. (48), we note that this is impossible. 
Thus the partial indices are zero and unity. 

Since the existence of a canonical matrix fIlo(z) has 
been established, it is a simple matter to complete 
the proof of half-range completeness. The fact that 
fIlo(z) must be of normal form at infinity requires that 

(51) 

and, since we have shown that the partial indices 
must be nonnegative and sum to unity, without loss 
of generality, we select 1<1 = 0 and 1<2 = 1. 

We note that the analytic properties of N(z), as 
given by Eq. (36), are correct if we make the identi
fication 

X(z) = fIlo(z); (52) 
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on the other hand, we observe from Eq. (31) that 
zN(z) must be bounded as z tends to infinity. The 
required behavior of X-l(Z) for large z can be deduced 
from Eqs. (51) and (52): 

X-1(z),....., z[~ + .. . 
-+ .. . 
Z2 

(53) 

Considering now Eq. (36), we find that, in order for 
zN(z) to be bounded at infinity, we must take 
P(z) == 0; the behavior of X-l(Z) for large z, as given 
by Eq. (53), indicates that zN(z) will not be bounded 
at infinity unless we impose on I'(,u) the constraint 

GT fr(u)I/(,u) d,u = 0, (54) 

where the superscript T denotes transpose. Recalling 
Eq. (26), we see that Eq. (54) can be satisfied for-all 
appropriate I'(,u) simply by choosing the correct 
discrete coefficient A( flo): 

A(fJO)[O]T e r(,u)W(fJo,,u) d,u = [OJT f r(,u)I(,u) d,u. 
1 Jo 1 0 (55) 

The desired expansion theorem (23) is thus established. 
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1. INTRODUCTION 

The simple classical Lie groups, with algebras 
An' Dn , Bn , and en, have a great many properties in 
common. So many, in fact, that it is useful to search 
for similarities among them rather than differences 
between them.1 The symmetric group Sn is also 
closely related to the classical groups, particularly 
U(n), and may be treated analogously.l 

In this paper we exploit the similarities among 
these five series of groups in order to find a convenient 

vehicle for describing their unitary irreducible 
representations (UIR's). We present a diagrammatic 
technique for constructing the matrix elements of the 
generators for each of these groups within any UIR. 

2. THE COMMUTATION RELATIONS 

The commutation relations among the generators 
of the classical and symmetric groups are 

U(n):An_ 1[Ui
i , UT

.] = Ui,b T
i - UTibi

F 
ijrs = 1, 2, ... , n, 
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between them.1 The symmetric group Sn is also 
closely related to the classical groups, particularly 
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these five series of groups in order to find a convenient 

vehicle for describing their unitary irreducible 
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2. THE COMMUTATION RELATIONS 
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SO(2n): Dn[Oij' Or.] 

= 0il)i. + O'r~i' - Oir~i. - Oi'~ir' 
ijrs = 1, 2, ... ,2n, 

SO(2n + l):Bn[Oii> Or.] 

= Oi'~i' + Oi.~i' - Oir~i' - OiS~ir> 

the unitary, groups [!i] rows for the orthogonal 
groups, and exactly j boxes for the symmetric groups. 

The symplectic groups obey neither condition (1) 
nor (2) above. Nevertheless, it is known2•3•4 that the 
bases in any UIR of USp(2n) are labeled by a 
descending chain of partitions, i = 2n, 2n - 1, ... , 

ijrs = 1, 2, ... , 2n + 1, 
Sp(2n):Cn [Zii' zr.] 

(2.1) 2, 1. The partition at the ith level has [Hi + 1)] rows. 

= sgn (jr){ Z\~-i -r + Z-, _r~i. + Z~r()-is 
+ Z-is()~i}' ijrs = ±1, ±2, ... , ±n, 

Sn: SijS.sSij-l 

= Srs{1 - [~ir + ~iS + ~ir + ~i']} 
+ SiAr + Sir~i' + Si.~ir + Sir~is 
+ (~ir + ~iS)(Sii - Sii) + (~ir + ~is)(Sii - Sii)' 

These generators have the additional properties 
, , t 

U', = U'i , 
t 

0ii = -0 ii = -Oii' 

Z i Zi t (' ')Z-; (2.2) 
i = j = -sgn I] -i' 

So = Si/ = Sji = S-\i . 

These commutation relations (2.1) are used to 
construct the matrix elements of the generators 
within UIR's. The similarity among these commuta
tion relations indicates the extensive similarities which 
exist in the construction of the UIR's. 

3. STATE LABELING 

If a nested sequence of canonically embedded 
subgroups 

G(n)L G(n - I)L ... t G(i + I)L G(i) 

t G(i - I) ! ... ! G(2)! G(1) (3.1) 

obeys the following two conditions, 

(1) the UIR's of G(i) are contained at most once in 
the branching of any UIR of G(i + I) under the 
subgroup restriction G(i + 1) L G(i), 

(2) the last nontrivial subgroup is Abelian, 

then we reach the following conclusion: 

Conclusion: Every basis in any UIR of G(n) is 
contained in exactly one sequence of UIR's in the 
descending series of subgroups G(n) ! G(n - 1) ! ... ! 
G(1). Such a specification of representation labels 
provides a mechanism for a complete labeling of bases 
within any VIR of G(n). 

The groups U(n), SO (n) , and Sn obey conditions 
(1) and (2) above. Thus it is possible to label bases 
within any UIR by specifying a chain of partitions.2 

The partition at level i, i = n, n - 1, ... ,2, I, is a 
representation label for the canonically nested sub
group G(i). The ith level partition contains i rows for 

4. BASIC SHIFf OPERATORS 

The group generators in general connect bases with 
different partition sequences. They may be viewed, 
therefore, as operators which alter the partition 
structure of a basis. 

It is useful to introduce a set of basic shift operators 
defined by 

I ± - '" I,(r)± 
i -4 •. 

r=1 
(4.1) 

Here I/rl± is an operator which has nonzero matrix 
elements only between a basis Ib) and a basis Ib') = 
Irx/r)±b). Here rx/r)± creates (annihilates) one box in the 
rth row of the ith level partition. I/r

)+ and I/rl- are 
mutually adjoint. It is also useful to introduce a 
diagonal operator 1;3, which is self-adjoint. 

The explicit structure of the matrix element involving 
Ii (r) ± and Ii 3 depends on i and the particular series of 
groups involved. These structures are given in Table I. 
The important point is that all generators for the 
unitary, orthogonal, symplectiC, and symmetric groups 
can easily be expressed in terms of the operators 1/ and 
It Moreover, the basic shift operators 1/.3 are local 
in the sense that their matrix elements depend on the 
structure of only the (i - l)st, ith, and (i + l)st 
level partitions. 

5. AUGMENTED PARTITIONS 

Partitions X are convenient for the purposes of 
representation and state labeling, as well as discussing 
branching rules. Another quantity, the augmented 
partition i, is more naturally involved in explicit 
computational procedures: 

i = X + R, 

R = t Ioc. 
&>0 

(5.1) 

(5.2) 

Here R is, as usual, half the sum of the algebra's 
positive roots. R for the symmetric group is chosen to 
express the duality between Sn+1 and U(n + I): 

Sn+1:Rj = in + 1 - i, 

A,,:Rj = in + 1 - i, i = 1,2, ... ,n + 1, 

Dn:Ri = t(2n + 0) - j, (5.3) 

Bn:R, = t(2n + 1) - j, 

Cn:R, = !(2n + 2) - j, j = 1,2,' . " n. 
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TABLE I. 

Shift up operators Diagonal operators 

2 

V ~.:J Unitary groups An 

E-X~ 
r~ 

I 

E?" 

~~.~ I:J I-

I ;k 
± E-E-x6 j:;:J 

Orthogonal groups 
\ -

Bn, Dn , 

I :J\ 2 

~C'~1 ± ,;,:.CE.~~ > 
I -, / 

2 

~ 8= E':::J l~k 

~ 
Symplectic groups 

en 
2 

~ g,~ ± g'::J r;k+1 

6? 

2 
r---~ q_l~J r?~J T ~- W 

Symmetric groups + 

~~ (srt ~~ Sn Irs i 

~ ~ 

s~ ( SS)3 
S[~ .I rr i 

~V ~ ~ 

6. THE MATRIX ELEMENT CALCULUS For the symplectic partitions at level 2n - 1, 
Rj = H2n + 1) - j. 

In all subsequent work, when a partition is used to 
label a VIR or a basis, or to describe branching rules, 
the partitions ~ are to be understood. But, when parti
tions are used in an explicitly indicated computational 
sense, the augmented partitions i = ~ + R are to be 
understood. 

The matrix elements of the Ii ±.3 basic shift operators 
are presented in a diagrammatic manner in Table 1. 
A dictionary for converting these diagrams to a more 
familiar analytic representation is given. 

(1) A row s (marked with an x) in the ith partition 
undergoes a length change by having one more (D) 
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or one less (.) box. It may be connected to row r in: 

(i) the (i + 1)st level partition 

(i + l)st level 
r 

s X 

ith level 

[l;+1 + (// + 1) - t]; 

(ii) the (i - 1 )st level partition 

ith level 
s X ...-;----, 

1--------,-

(i - 1 )st level 

[(-1 - (// - 1) + t] [(-1 + (1/ - 1) + t]; 

(iii) the ith level partition 

(It - In (It + 1/) (I;" + I;" = 21/); 

ith 
level 

(iv) or may not be connected to another row at all 

'-~ I-~ ->9 X ~ 
ith level 

(1/ - 1) (1/ + t) 1/ . 

(2) Products of factors involving the same row 

are indicated 

(i + I )st level 

== IT (l~+1 - I;" - t) 
r=1 

sx~ 
ith level. 

(3) All line segments appearing on the right of a 
partition sequence indicate factors appearing in the 
numerator; those on the left, in the denominator. 

(4) Ti = Zr=II/, where these terms occur, they 
may equally well be defined by Ti = Z )./ . This is the 
total number of boxes in the ith level partition. 

7. THE UNITARY GROUPS 

The generators Ui i' basic shift operators 1/.3
, and 

Cartan generators jj and E~ for the unitary groups5 

are related by 

= 1/, 
Ui - E - I + (7 1) i+l - ei-e'+1 - i , . 

Ui+1-E -I-
i - 81+1-8, - i . 

From Table I we can immediately read off the matrix 
element of 1/+; it is the positive square root of the 
quantity given there: 

(IX/rl+bl I/rl+ Ib) 

=(± IT [l~, - or + \) + !lll~I:H - I: _ !»)t. 
IT [// - (It + 1)] IT W - It) 
l#r 1# (7.2) 

The sign ± is chosen here and subsequently to make 
the product within the radical positive. 

The matrix elements of Ij(rl- are simply related to 
those of li(rl+ by transposition (Fig. 1). The relations 

Uii+2 = [Uii+l' Ui+1i+2] = [/+i , 11+1+] (7.3) 

2 

± 

IT!!~ [/'/+1 - (/r. - 1) - tl IT~:~ (/1,_1 - tr. + t) 
== ITt",r [I'. - Wi - 1)1 @ ITt",r (I', - Ii) 

FiG. 1. The matrix elements of 1Irl -. are related to those of jlrl+, by 
transposition. 
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FIG. 2. The matrix elements for the commutator [1+,. I+i+11 differ 
from the product of the matrix elements of 1+. and I+i+l only by 
(not having) the factors shown as dashed lines. These are just the 
difference brackets connecting rows undergoing a length change in 
adjacent partitions. The matrix element itself 

(oc'+,ocr+i+lbl [11')+,. ]Ir)+'+lllb) 

is ± the square root of the product above, depending on whether 
r 5: s or r > s. 

b=? 
=+ ~D 

I 10 

b=? 
5]=1 
1-----110 

lead easily to matrix elements for Ui
i+2' shown in 

Fig. 2. From the commutation relations (7.3) and 
Figs. 1 and 2 we easily see the algorithm for con
structing the matrix elements of U i

j by inspection: 

(i) Connect all rows undergoing a length change to 
rows in the appropriate contiguous partition. 

(ii) Remove all difference factors (J ::1) 
connecting two rows, both of which undergo a length 
change. 

(iii) The over-all sign of the matrix element 
(rxt,+· .. rxP+bl U i

j Ib) is (- )". Here n is the number 
of times 'HI> 'k' k = i, i + 1,'" ,j - 1. 

(iv) This algorithm holds for the commutators 
[1/, It±tl and [Ii-,Ii±d in the orthogonal and sym
plectic groups as well. 

(
± (a - d)(b - d - l)(c - d - 2)(e - f - l))i 

(d - e + 2)(d - e + 1) 

(
± (a - e + l)(b - e)(c - e - 1)(d - f))l. 

(d - e)(d - e + 1) 

8. THE ORTHOGONAL GROUPS6 

The relation between the anti-Hermitian infinitesimal generators OrB and the basic shift operators is 

(8.1) 

la 1------.,---' 
b 

c = L-I __ ---' 

[(c - d)(c + d + l)]l 

d DO 

I 
[(c + d)(c - d + 1)]i, 
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la 
b 

I c 

0 d 

= I 10 
o 1"-----. 

+ 1-1 __ --I 

o 
5 
I • 
o 

(
a + c + 2)(b + c + l)(c - d + l)(a - C)(C - b + l)(c + d + l»)l 

(2c + 3)(c + l)(c + 1)(2c + 1) 

. d(a + l)b 
1 

C(C + 1) 

(
a - c + l)(c - b)(c + d){a + c + l)(b + C)(C - d)\l. 

(2c - l)cc(2c + 1) J 

9. THE SYMPLECTIC GROUP 

It is useful to reindex the generators Zi'i' of the symplectic group as follows: 

Zi'j' --+ Zi j , i = 2i', i' > 0, 

= 2(-i') - 1, i' < 0. 

Z2\k = -Z2k-12k_ 1 = Hk = I(3)2k, 

Z2k Z2k-2t E 
21c-2 = 2k = ek-ek_1 

= [J+2k- 2, I\k-l] + lr2k- 2, r 2k- a]. 
(9.1) 

Z 2k - Z21c-lt - E - 1+ 2k-l - 2k - 2ek - 2k-l • 

For purposes of computing matrix elements of the basic shift operators 1/, it is useful to assume the 
partitions in the (i - l)st, ith, and {i + l)st level have [ti], fii] + 1, and [ti] + 2 rows, respectively. Some 
of these rows are necessarily of length 0, as indicated (by D in Table I. The computation of the commutators 
in Eq. (9.1) is formally identical to the computation shown in Fig. 2. The results are shown in Figs. 3 and 4. 

2 w 
E..xs 

± [(r)+ Is)+ ] 
I2k ,I 2k +1 

bT 
E? f3=1 

FIG. 3. The value of (a:'\kOC'+2k+1bl [1r+2k' 1'+2k+11 Ib) is ± the 
square root of the absolute magnitude of the product of factors 
shown above. The ;:I: is chosen depending on whether s:S; r or 
s> r. 

~ W 
~ 

± [r- s- J ~,,; 12k ,1 2k - I 

~"~ f!rs EXS 

E? 

FIG. 4. The value of (a:'-2.OC'-1k_1bl [1'-210' 1'-2k_11 Ib) is ± the 
square root of the absolute magnitude of the product of factors 
shown above. The ± sign is chosen depending on whether s ~ r or 
s < r. 
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Z4
3 

Example: For the representation (a, b)4 of USp(4); 

I i 

Ef=J 
a b a b 

e e d e d 
H2 d = Z44 = {2(e + d) - [(a + b) + eJ} 

I 

5 
E? 
I 
0 

a b 

c d 
=+ e 

/ 

+ 

/ 

a 

e 

E I 

=E;=JD 
! :I 
o 
1-, 

+51 
I 
o 
b 

e 

f 
e 

/ 

(
c - e + 1)(a - c)(c - b + 1)(c + 2)\i 

(c - d + 2)(c - d + 1) } 

(
e - d)(a - d + 1)(b - d)(d + 1»)1, 

(c - d)(c - d + 1) 

c + 1 d 
(

e - / + 1)(a - e)(c - b + l)(c + 2)(e - d + l)(e + 2») 
(e - d + 2)(e + 2)(e - d + 1)(e + 1) e+l 

/ 
a b 

e d+l 

e + 1 

/ 
a b 

e d 

e-l 
/-1 

(
e - f + 1)(a - d + l)eb - d)(d + 1)ee - e)ee + 2»)1 

(e - d)(e + 2)(e - d + 1)(e + 1) 

(
c - e + 1)(e - d)(e + 1)/)1, 

e(e + 1) 

10. THE SYMMETRIC GROUP7,8 

The exchange operator Pi,HI connects bases in which only the ith level partitions may differ. They can 
differ at most by having one additional node in the sth row, one less in the rth. The operator F.',Hl consists 
of a nondiagonal part (f"Trs)± i and a diagonal part (Issrrf'i: 

(lO.l) 

whose values are indicated in Table I. We observe that the diagonal matrix elements are of the form 
±(integer)-l, depending on the order of box removal. In the limiting case of removal from the same row 
(column), the limiting value + 1 (-1) is reached. 
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Example: With respect to the bases 

~ ~~ ~ I~\ ~ 
ErErErf f f 

EP EP EP EP § 
IT] OJ B 
o o o 

the matrix representative for P34 is found immediately 
by inspection 

-1 iJ2 
iv'2 +t 

+1 
-1 

11. COMMENTS 

-1 iy'2 
iv'2 +L 

The matrix elements of the basic shift operators 
[l·3 show a great deal of symmetry in their component 
difference (and sum) factors involving contiguous 
partitions. Thus, if one factor occurs involving a row 
undergoing a length change and a row in a contiguous 
partition, then additional factors involving the 
remaining rows of the contiguous partition also occur. 

These products vanish whenever addition or removal 
of a box in the ith partition renders it impossible 
either to obtain the new ith partition from the branch
ing of the (i + 1)st or to obtain the (i - 1)st from 
the branching of the new ith level partition. The 
products become undefined when the box added to 
or removed from the ith level partition creates a 
nonstandard (i.e., unallowed) partition. 

Partitions9 describing representations of Dn may 
have [1I2n = A,n2n < O. The considerations of the two 
preceding paragraphs then lead, in a very natural 
way, to the existence of sum as well as difference 
products for the orthogonal groups. The absence of 
negative length rows for the unitary and symplectic 
groups corresponds to the presence of only difference 
factors in their matrix elements. 

OJ B B 
o o o 

The local nature of the [±.3; shift operators (cf. Sec. 
4) indicates that their matrix elements depend only 
on the structure of the (i - I)st, ith, and (i + 1)st 
level partitions. The matrix element is unchanged if 
we consider a different representation of G(n) 
(n > i + 1) with the same i - 1, i, i + 1 partition 
structure, or even if we go to a different group within 
the same chain, provided the i, i ± 1 level structure of 
the bases is unaltered. 

12. CONCLUSION 

A simple diagrammatic technique has been pre
sented for the construction of the generators of the 
unitary, orthogonal, symplectic, and symmetric 
groups within any of their VIR's. The main results are 
contained in Table I and Eqs. (7.l), (8.l), (9.1), and 
(10.l). Examples have been given for each series of 
groups. 
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We confine our attention here to simply reducible groups and show how six of the seven points of a 
finite projective plane PG(2, 2) constitute a "Pasch" diagram representing a 6j symbol. The class of all 
equivalent symbols may thus be represented by the seventh point in the plane. Analyzing the symmetries 
of such configurations, we derive two theorems, the first of which is the geometrical analog of Regge's 
result while the second gives the geometrical analog of the multiplication of two 6j symbols. In these 
terms the analogs of Eqs. (11), (12), and (13) of Appendix I of Irreducible Tensorial Sets by Fano and 
Racah are very simply expressed. In particular, the Biedenharn identity (13) becomes a vector equation 
(mod 2), and the relation with Desargues' theorem is clarified. The advantage of this geometrical model 
is that the structure alone survives and all summations and complicated coefficients disappear. 

1. INTRODUCTION 

Ever since Weyl's Gruppentheorie und Quanten 
Mechanik1 showed the way, physicists have become 
increasingly interested in group representations. If we 
denote two irreducible representations of a group G 
by ji and A, interest focuses on the reduction of the 
Kronecker product 

(1.1) 

If we assume that the characters of the j's are real and 
further that the coefficients Cikl are 0 or 1, the group 
G is said to be simply reducible. We shall confine our 
attention to this case though much of what we say 
can be generalized.2 Under these conditions Cik! is 
invariant under any permutation of the suffixes. 

The purpose of the present paper is to amplify and 
further develop the relationship of this representation 
theory to projective geometry as suggested by Fano 
and Racah3 in their Appendix I. We begin by intro
ducing the familiar axioms' and interpret them in 
terms of the representation theory. 

Closely related to this discussion is the analysis of 
the significant vector diagrams. 5 As a result of (1.1), 
three vectors concur in every vertex of such a diagram. 
If we dualize in the plane, we obtain a figure in which 
three points (and only three) lie on every line, so that 
the dual figure can be embedded in a finite projective 
geometry PG(n, 2).6 In such a context the formulas 
(11), (12), and (13) of Ref. 3 are of particular interest. 

As a result of these considerations two theorems 
emerge. Theorem 1 yields the analog of Regge's 
determination? of the symmetries of the 6j symbol, 
while Theorem 2 provides the geometrical interpreta
tion of the multiplication of such symbols, based on 
their representation by exponential functions as given 
at the end of Sec. 4. 

2. FOUNDATIONS 

Let us begin by denoting ji =;f:. I by a point in our 
geometry and assume: 

(i) There are at least two distinct points j. and jk; 
Oi) two points ji and jk determine one and only 

one line jdk = jkji; 
(iii) if ji and jk are distinct, there exists at least one 

point j! =;f:. I such that Cik! =;f:. 0 in (1.1). 

It follows from the symmetry of the Cik! that the same 
line is determined by any two of its points. If we 
assume that 

(iv) there is at least one point not on the line jdk' 
then, in order to define a plane and prove the inter
section of any two coplanar lines, it is sufficient to 
assume that: 

(v) (Pasch) If 11, 12, Is are t!1ree noncollinear points 
and jl is a point on 12 / 3 , j2 a point on 11 13 , then there 
is a point js on 1112 such that jl, j2, and h are col
linear. 

13 

(2.1) 

This assumption corresponds in group theoretic terms 
to the nonvanishing of the 6j symbolS 

{ji h j3}. (2.2) 
11 12 13 

3428 
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If we assume further that 

(vi) there is at least one point not on the plane 
11 12 la, we can prove Desargues' theorem in space.9 

In general, it is necessary to make a further assump
tion to obtain Pappus' theorem or the fundamental 
theorem, but, if we assume there are only a finite 
number of points on a line, then these theorems follow 
from Desargues' theorem. 

We now make this assumption and limit attention 
to PG(n, 2), in which there are 1 + 2 = 3 points on 
every line .and . 

1 + 2 + 22 + ... + 2n 

points in PG(n,2). We can redraw figure (2.1) as 
followslo : 

(2.3) 

with a coordinate system introduced as indicated. 
The equation of the line jl j2 ja is 

Xl + X2 + Xa = 0 (mod 2), 

and we shall denote the (mod 2) analog of the ordinary 
6j symbol (2.2) by 

(2.4) 

It should be observed that the vectorial sum 
(mod 2) of any three collinear points in figure (2.3) is 
the zero vector or, alternatively, such a sum of two 
points is the third point on the line. We shall write 

and this relationship enables us to define projection 
in PG(n, 2). 

3. GEOMETRICAL SYMMETRIES 

We turn now to a brief survey of the symmetry 
properties of the 6j symbol (2.4) as represented 
geometrically in figure (2.3). Since a linear transforma
tion or a "projectivity" in PG(2, 2) transforms points 
into points and lines into lines, it is only necessary to 
write down all such transformations which leave 

j(11 1) in figure (2.3) invariant. To begin with, 

I ,....., (~ ~ ~) , (h j2)(11 12) ,....., (~ ~ ~) , 
o 0 1 0 0 1 

(j, j,)(I, I,) ~ (~ ~ ~) , 

(j, j,)(I, IJ ~ G ~ ~), 

(
0 0) 

(h h ja)(l1 12 la)""'" ~ ~ ~ , 

(j, j, jJ(I, I, I,) ~ (~ ~ ~) 
yield a permutation representation of Sa correspond
ing to permuting the columns of the 6j symbol. 
Further symmetries interchange the ji Ii by pairs: 

(j, IJ(j, I, ) ~ G ~ ~). 

(j, 1,)(j.I,) ~ (~ ~ J 
(j, I,)(j, I,) ~ G ~ J 

so that there are 24 symmetries in all. 
We have, in fact, a modular representation of S4 

which can be reduced by transforming by 

(: ~ ~) 
to yield 
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(j1 11)(h 12) '" (~ ~ ~) , 
o 0 1 

(j2 /2)(ja la) '" (~ ~ ~), 
o 0 1 

(h 11)(ja la) ,...." (~ ~ ~) . 
o 0 1 

It should be noted that this representation is reducible, 
but not completely reducible, with the expectedll 

irreducible modular components of S4' 

4. FUNCTIONAL SYMMETRIES 
In order to discuss the further functional symmetries 

of the 6j symbol, Regge introduced12 the following 
transformation of the ordinary 6j symbol: 

{
j1 h ja} = {j1' j2 + X, ja - x}, (4.1) 
11 12 13 11, 12 - x, la + x 

where x = H - h + ja + 12 - la)· This allows the con
sideration of degenerate 6j symbols as well. The analog 
of (4.1) in our geometrical interpretation is the follow
ing: 

Theorem 1: 

II~: ~: ~: II 
= Ill.·1 + y + z, 

11 + y + z, 
j2 + X + z, 

12 + X + z, 

for all points x, y, z in PG(n, 2). 

ja+x+yll 
la + x + y 
(mod 2), (4.2) 

As in (4.1), row and column sums (mod 2) are not 
affected by these changes, and it is of interest to note 
that every linear transformation of Sec. 3 can be 
expressed in these terms. In particular, 

(j1 j2)(l1 12) '" x = y = 0, z = h, 
(j1 ja)(11 la) ""' x = z = 0, y = j2, 
(j2ja){l2 la) '" y = z = 0, x = j1' 
(h II)(h 12) ,...., x = y = 0, Z = j, 

(h II)(ja la) ""' x = z = 0, y = j, 
(ia 12)(ja la) ""' Y = Z = 0, x = j. 

As in the application of (4.1), we may set x = y = 0, 
z = jl, to yield 

This is in effect a projection of the configuration on 
the line h 13 , We may similarly project on to jIll and 

h 12 to yield 

II~: ~: ~: ~ = II~ ~: ;: II = II~: ~ ;: II (mod 2), 

for x = h, y = z = 0 and x = Z = 0, y = j3, 
respectively. Each of these 6j symbols is subject to 
12 symmetries as described above. 

Finally, we may project the 6j symbol on the point 
j by setting x = jl, Y = j2' and Z = h so that 

II~: ~: ~: II = II~ ~ ~ II (mod 2), (4.3) 

which is subject to four symmetries. It is not difficult 
to relate these degenerate cases to the application of 
Regge's transformation in the ordinary theory. 

We conclude this section by observing that all 
symmetries of the 6j symbol (2.4) leave the remaining 
point j in the plane PG(2, 2) invariant, and so it is natu
ral to designate the class of equivalent 6j symbols (2.4) 
by this point. In order to make explicit the vectorial 
addition of points, we write this relation exponentially, 

II~: ~: ~: II = e
i 

(mod 2), (4.4) 

though the choice of the base e :F- 0 does not seem 
important. Note that a set of points not satisfying 
axiom (v) could only be interpreted by setting e = 0, 
as we do in (5.2). 

5. DESARGUES' THEOREM 

In order to see the full significance of the geometry 
PG(n,2) which we have described, it is necessary to 
produce an interpretation for the multiplication of 6j 
symbols. This is provided by the following: 

Theorem 2: 

II {: {: {: 1II1 {~ {~ {! II 
= II il + i{, i2 + i~, ia + i; II (mod 2). (5.1) 

II + I{, 12 + l~, la + l~ 

Proof: Since the top row sum is zero (mod 2) and 
the lower row sum, as well as each column sum, in (2.4) 
is j, it is clear that we are only rewriting the relation 

j + j' = (j + j') (mod 2) 

in exponential form. 

·Corresponding13 to (11) of Ref. 3, 

= {[2i = 1, for 
0, for 

(mod 2). (5.2) 
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Combining Eqs. (5.1) and (5.2), we recognize the 
further degenerate symbol 

\I~: ~: ~: II II~: ~: ~: II = II ~ ~ ~ II = 1 
(mod 2) 

and its equivalents by Theorem 1. 
Corresponding to (12), we have 

II~: ja ;: II II {a j: ~: II 

= II~: {: {: II = II~: ~: jalillj: ~: {all 
(mod 2) (5.3) 

without summing over j. 
Referring to our geometrical axioms in Sec. 2, we 

stated that it was possible to prove Desargues' 
theorem in PG(3, 2). We adopt a slightly different 
notation using double suffixes to emphasize the 
collinearity of points. 

(5.4) 

If we coordinatize figure (5.4) as in the accompany
ing figure (5.5), the coordinates of the centroids of the 
plane faces of the tetrahedron incident in J are 

(0111), (1011), (1101), 

while that of the face opposite J is (1110). The "plane" 
containing J1, J2, Ja, J~a, J{a, J{2 has equation 

Xl + X2 + Xa + X4 = 0 (mod 2) 

with centroid (1111), so that 

(1111) = (0111) + (1011) + (1101) + (1110) 

(mod 2). (5.6) 

Adding (1110) to both sides, we have 

(1110) + (1111) = (0111) + (1011) + (1101). (5.7) 

In terms of6j symbols, (5.7) yields Desargues' theorem 

II J 1 J 2 J alill J 1 J 2 Jail 
J23 J1a J12 J~a Jia Ji2 

= II J1 J~a J~21111 J~a J
2 J~21111 J~a J!a Jail 

J J12 J1a J12 J J2a J1a J23 J 

(mod 2). (5.8) 

Clearly the choice of a coordinate system in figure (5.5) 
is unimportant, but it should be observed that, while 
a 6j symbol is always represented by a unique point P 
in its plane, P also represents the class of a1l6j symbols 
lying in different planes through P and equivalent 
under (4.2). 

If we apply Theorem 2 to reduce (5.8), we obtain 

II 
0 0 0 II II J

1 
J

2 
J
3 II J J J = (0111) (1011) (1101) (mod 2), 

which is (4.3) in the plane Xl + X2 + Xa = 0 (mod 2) 
of figure (5.5). Desargues' theorem is degenerate in 
PG(2, 2), but it may be recognized in (4.3) by setting 
jl = J1 = J2a , h = J2 = J1a , ja = Ja = J12 , 11 = 
(0111) = J~3' 12 = (1011) = J{a, 13 = (1101) = J{2' 
andj = J. 

Since the fundamental theorem of projective ge
ometry follows from Desargues' theorem in PG(n, 2) 
for n > 2, we conclude that any relation among 6j 
symbols (2.4) must be provable in PG(n, 2). Further
more, since any 3mj symbol is expressible in terms of 
6j symbols, any relation between ordinary 3mj symbols 
is derivable from (11), (J2), and (13) as stated by Fano 
and Racah. 

6. 9j AND 12j SYMBOLS 

We do not propose to pursue this symbolical 
analysis further, but it is perhaps worth commenting 

(5.5) briefly on the 9j and 12j symbols. 
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Without giving details, the reader will find it easy 
to embed the appropriate diagram for the 9j symboP4 
in PG(3, 2). The 12j symboP5 of the "second kind" 
can also be embedded in PG(3, 2), but it is interesting 
to observe that the interchange which yields the 12j 
symbol of the "first kind" requires PG(4, 2). In order 
to see the reason for this, we coordinatize16 thus: 

jl j2 h j4 
11 12 la 14 

kl k2 ka k4 

(10000) (01000) (00100) (00010) 

(11000) (01100) (00110) (10011) 

(10001) (01001) (00101) (00011) 

where x has coordinates (00001). If we project this 
configuration from the point j(11111) on the space 
of the tetrahedron hhh x by adding j to each point 
outside this space, we see that the interchange of jl 
and kl is impossible in PG(3, 2) since in the projec
tion 14 projects into 12 , 

7. COMMENTS 

In conclusion, reference should be made to a paper 
by Giovannini and Smithl7 which uses some of these 
ideas, but in a different way, and to papers of 
Shelepin\8 who introduces topological ideas and 
Betti numbers. 

After reading the manuscript of this paper in 
June 1970, Professor Biedenharn suggested to me 
that,instead of developing the geometrical model and 
showing its significance for the physical pattern, one 

could, alternatively, use this pattern explicitly to 
motivate the model. 

We could seek first to eliminate summation by 
assuming in (1.1) that j;jk = jz uniquely. Interpreted 
additively, this would imply that there should be just 
three points on every line, so that we would be dealing 
with a finite projective geometry (mod 2). The relation 
(11)3 then implies that the 6j symbol is mapped on 0 or 
1, while (12)3 implies the content of Theorem 2. Since 
(13)3 is provable in its physical context,it is natural 
that Desargues' theorem should be provable in 
PG(n,2), provided n > 2. As we have seen, (5.8) 
degenerates to (5.9) or (4.3) for n = 2. Dualizing, 
we have demonstrated the validity of the diagrams of 
Yutsis et al.5 
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A formal expression T in creation and annihilation operators (e.g., the Hamiltonian for a field theory 
model) is generally not a densely defined bona fide Hilbert space operator but is usually a densely defined 
sesquilinear form; as such it is convenient to consider it as a linear map from a dense domain <'D_ of a 
Hilbert space <'Do to a still larger space <'D+ of antilinear functionals on <'D_; that is, T:<'D_ -->- <'D+ ~ <'Do. 
We give here the basis of a mathematical structure theory of such generalized operators. The idea which 
we explore is that, associated with T, there is a (not necessarily unique) analytic family R;. of generalized 
operators called the resolvent of T. Formally, R;, = (A. - T)-l, an equation to which we give more precise 
interpretations. The ambiguities in determining R;, are associated with the arbitrary adjustments that are 
characteristic of renormalization programs. When appropriate conditions are met, we can construct from 
R;, a new Hilbert space 'Yo and a bona fide operator TR (the renormalized T) which is related to T by a 
formal intertwining equation TR~ = ~T, where ~ maps <'D _ into a space containing 'Yo. Given several 
generalized operators, we outline a procedure by which a subset of these can be renormalized to bona fide 
operators while the rest are reinterpreted as new generalized operators in the new Hilbert space. These are 
the rudiments of a multiplicity theory. Numerous examples illustrate the methods; in particular, the NO 
sector of the Lee model with arbitrary cutoff (including none) is treated in detail. 

I. INTRODUCTION 

Quantum field theory or more generally the quantum 
theory of physical systems having infinitely many 
degrees of freedom is known to be beset with many 
mathematical difficulties. One very common source 
of such difficulties is the fact that in following the 
quantum mechanical procedures of representing 
physical quantities by "operators" one is led by 
physical necessity to mathematical objects which 
strictly speaking are not operators on a Hilbert space. 
For example, the quantum field amplitude cp(x) at a 
space-time point x is not an operator; furthermore, if 
we take any of the common field theory models such 
as the Yukawa model, the ).cp4 model, or quantum 
electrodynamics and construct in terms of the bare 
creation and annihilation operators the formal 
Hamiltonian, then one does not obtain a bona fide 
operator on a Hilbert space. Similar difficulties appear 
with the formal operators of quantum statistical 
mechanics and solid state theory. The difficulty with 
the field amplitude cp(x) has been somewhat overcome 
by considering the field to be an operator valued 
generalized function 1-4 jhowever, the difficulties with 
the other objects have never been fully met. What has 
usually been done up to now is to approximate these 
objects in some way by bona fide operators, the so
called cutoff versions of these objects, and then to 
study the limiting situation as the cutoffs are removed. 
This approach has disadvantages. In the first place, 
the cutoff and limiting procedures are quite complex; 
no systematic methods are known and each problem 
requires its own tricks. In the second place, the 
original object often possesses a certain degree of 

symmetry such as definite transformation properties 
under various physical groups. The final results are 
also required to possess definite symmetries but the 
cutoff procedure violates these symmetries leaving 
one with the problem of recovering it in the limit. 
One needs a method which does not violate the 
symmetries of the problem. 

Concerning the mathematical nature of a formal 
operator T of a physical theory, it must not be thought 
that it is mathematically ambiguous. What happens 
is that though T may not be a densely defined operator 
in a Hilbert space Je in the usual sense that there is a 
dense domain j) c Je such that T maps j) into Je, 
it is true nevertheless that in practically all cases there 
is a dense subspace j) c Je for which the expectation 
values (j, Tg), where j, g E j) are well defined. Now 
j ~ (j, Tg) is an antilinear functional on j), and thus 
it is convenient to consider T as mapping j) into a 
space of antilinear functionals on j). More precisely, 
we shall consider triplets of spaces <1>_ c <1>0 c <1>+, 
where <1>_ is a dense subspace of the Hilbert space <1>0 
and <1>+ is a space of antilinear functionals on <1>_. 
By a generalized operator T we shall mean a linear 
map T: <1>_ -+ <1>+ and most formal operators of 
physics can in fact be easily defined as generalized 
operators of this sort. This suggests the mathematical 
program of constructing a useful structure theory for 
classes of generalized operators. For the class of 
generalized operators defined in terms of creation 
and annihilation operators, the only extensive 
structure theory known is the combinatorial and 
diagrammatic approach of perturbation theory. This 
approach has been very fruitful in bringing to light 
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many difficulties and in solving a few physical prob
lems. As a structure theory it fails in many respects, 
mostly in that one is usually at a loss as to how to 
combine the various diagrams to effect a solution to a 
given problem. Our approach here will be to give 
meaning to the inhomogeneous eigenvalue problem 
for T, which is expressed by the formal equation 
(A - T)4> = "P. That this is fruitful can be seen from 
the difficult but beautiful work of Friedrichs5 and the 
more recent important works of Glimm6- 8 and Glimm 
and Jaffe.9•lo These works use diagrammatic perturba
tion techniques essentially but the introduction there 
of dressing or intertwining operators strongly hints 
at an underlying spectral structure, since an inter
twining operator may be looked upon as one trans
forming the spectral structure of one operator to that 
of another, in the above cases that of the full Hamil
tonian to that of the free Hamiltonian. The above 
mentioned works of Friedrichs and Glimm have been 
the inspirational source for the present work. 

Now even for a bona fide operator, the eigenvectors 
need not lie in Hilbert space. Even keeping this in 
mind we find that for generalized operators further 
difficulties appear. Thus, take for example the 
generalized operator on the space of sequences defined 
by 

00 

(Ta)o = 2,ak , 
k=l 

(Ta)k=a O ' k~l, 

where a = (ao, aI' a2, ... ) is a sequence. Formally 
the eigenvalue problem reads 

00 

2,ak = Aao, 
k=l 

ao = Aak , k ~ 1, 

and assuming A -F- 0 we find again formally 

ak = ao/ A, k ~ 1; 
and therefore, 

00 00 

! ao/A = ao/A 2, 1 = Aao. 
k=l 1 

Thus A = ±(~;' 1)1 are the eigenvalues and 
a = (±(2,;' 1)t, 1,1, I, ... ) are the eigenvectors. 
Now (~::' l)t is a meaningless expression and such 
expressions occur abundantly in any formal treatment 
of generalized operators. It is usually said that by an 
appropriate regularization or renormalization tech
nique these expressions will be replaced by numbers 
which a priori, however I can be arbitrary; thus, any 
sequence of the form a = (IX, I, I, I, ... ), where IX is 
an arbitrary complex number, should in some sense be 

considered a generalized eigenvector of T with eigen
value IX. The question then arises whether one can 
describe the precise relationship that these generalized 
eigenvectors have to the generalized operator T 
without going through the formal intermediate 
calculations involving meaningless expressions. The 
answer is yes, these vectors can be reached by appro
priate limits. One learns in elementary quantum 
mechanics texts that even though the continuum 
eigenfunctions "P;.. of a physical operator A are not 
square integrable, there is a sequence of square 
integrable functions "Pn such that "Pn ---+ "P;.. in some 
sense and A"Pn ---+ A"P;. in some sense. Likewise, an 
element 4> E <1>+ will be called a generalized eigen
vector of a generalized operator T if for certain nets 
fa E <1>_ such that fa ---+ 4> in an appropriate sense Tfa 
appears more and more as a multiple of 4> again in an 
appropriate sense. Even more generally we shall say 
that 4> solves the formal resolvent equation (A - T)4> = 
"P if there is a net fa E <1>_ such that fa ---+ 4> and - Tfa 
differs from "P by a vector that appears more and more 
as a multiple of 4>. The next question is whether one 
can piqk from this class of solutions an appropriate 
subclass that reflects the mathematical and physical 
properties of T. We shall formulate various criteria 
for doing this but unfortunately we shall not have a 
complete set of criteria; further insight is needed here 
either from physics or from a different structure 
approach. Having surmounted the above two obstacles, 
there still remains in most problems an additional step 
before we can say we have a reasonable solution to a 
physical problem. In order to conform to the usual 
assumptions of quantum mechanics, any generalized 
operator describing an observable must somehow be 
transformed into a bona fide operator in a Hilbert 
space. We shall call this process renormalization and 
see how a knowledge of the spectral structure sheds 
light on this problem. 

The central idea which will emerge from our 
investigations is that associated to a generalized 
operator T there is a (not necessarily unique) analytic 
family of generalized operators R;. called the resolvent 
of T. Formally R;. = (A - T)-l but due to the 
ambiguities present in working with generalized 
operators there are numerous interpretations of the 
above expression. We feel that among all such inter
pretations there are those that are in a sense the best 
in that they involve the least deviations from purely 
formal calculations. 

We introduce two approaches to the construction 
of the resolvent. The first may be called the multi
valued approach as it involves the use of multivalued 
linear maps. A multi valued linear map from a vector 
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space V to a vector space W is nothing more than a 
linear subspace of V x W. It is of particular interest 
to consider a generalized operator T: <I> _ -* <1>+ as 
being the linear subspace {(J, Tj) IjE <I>_} c <1>+ x 
<1>+. The closure f of the above subspace in an appro
priate topology plays an important role,allowing us to 
define the generalized eigenvectors of T and to intro
duce a family jl,;.(f), A. E C,ofmultivalued linear maps 
called the resolvent relations, which in an appro
priate sense is given by jl,;.(f) = (A - f)-I. We now 
try to pick linear subspaces R).,one from each jl,). and 
each one defining a single-valued transformation such 
that collectively they come as close as possible to 
having the properties of a bona fide resolvent of a 
bona fide self-adjoint operator. This approach works 
well for simple examples but is often too crude in that 
the possibilities for R). are too numerous and it is not 
clear how to pick the relevant ones. This difficulty is 
in part overcome by the second approach, which we 
call the orthogonal method since it involves orthog
onal decompositions of the Hilbert space. Such a 
decomposition presents the generalized operator in 
terms of a matrix of linear transformations. By 
formally expressing the resolvent in terms of these 
matrix entries, one obtains an expression which under 
appropriate interpretations also leads to resolvents 
which,however,now can come from a more restricted 
class than can be obtained from the multivalued 
approach. 

Having obtained a resolvent,we are able to introduce 
two methods of renormalization, one of which we 
discuss in detail in a separate subsection of Sec. III. 
We do not claim that these mathematical renormaliza
tion methods provide us directly with a physical 
interpretation but they do allow us to pass to bona 
fide operators and should at least in part embody 
importr,nt physical notions. 

We devote one section to the problem of several 
generalized operators. We show how several general
ized operators can be treated so that a certain subset 
of them are renormalized to bona fide operators 
while the remaining ones are appropriately modified 
to become new generalized operators so as to still 
retain their relationship among themselves and to the 
renormalized set. This is a very important situation 
physically since a physical theory is most often 
described by a set of generalized operators having 
various relations among themselves. 

Throughout this work we often make use of common 
abuses of language. Thus we sometimes use as a name 
of a function an expression for its value at an arbitrary 
point; for example, we shall sometimes speak of the 
function j(x) rather than of the function j or the 

function x ~ j(x). Furthermore, we often perpetrate 
the fiction that generalized functions have the same 
independent variable for an argument as do bona fide 
functions; we then use -rex) as another name for the 
generalized function -r and write the value of this 
generalized function on the test function j by means 
of a symbolic integral -r(j) = f -r(x)j(x) dx. Other 
similar transgressions will be engaged in whenever the 
exact expressions are too awkward and the context 
supplies the necessary clarification. 

We shall use the black square symbol _ as an 
emphatic period which will usually signify the end of 
an argument that establishes a certain point. 

II. THE ELEMENTARY THEORY OF 
GENERALIZED OPERATORS 

A. Rigged Hilbert Spaces and 
Generalized Operators 

We consider pairs (<1>_, <1>+) of complex vector 
spaces in which <1>+ is some space of antilinear func
tionals on <1>_. It is also useful to introduce the space 
<I>~,the space of all antilinear functionals on <1>_. By 
definition <1>+ c <I> ~. The pairing of <1>_ with either 
<1>+ or <I> ~ we will denote by <., .); thus <f, ~) is the 
value of the functional ~ E <1>+ or ~ E <I>~ on the vector 
jE <1>_. 

A pair such as the above will be called a rigged 
Hilbert space if there is given a linear inclusion 
j:<I>_ c <1>+ such that the sesquilinear formj, g ~ 
(j, g) = <j,jg) has a positive-definite quadratic form 
f ~ (j,J) and,furthermore, such that if <1>0 is the 
Hilbert space which is the completion of <1>_ with 
respect to L .), then for any hE <1>0 the antilinear 
functionalj -~ (j,h),JE<I>_, is in <1>+. We thus arrive 
at a triple (<1>_, <1>0' <1>+) of complex vector spaces and 
inclusions 

i_ i+ 

<1>_ c <1>0 c <1>+, j+j_ = j, 

such that <1>_ is a dense subspace of the Hilbert space 
<1>0 and for jE <1>_ and hE <1>0 we have <j,j+h) = 
U-j, h). The elements of <1>_ we shall call the smooth 
vectors and the elements of <1>+ the generalized vectors. 
These adjectives may at times be dropped. 

We shall denote the triple (<1>_, <1>+ ,j) by the single 
letter <I> and say that <I> is a rigged Hilbert space. We 
shall also say that the Hilbert space <Do is rigged by 
<1>_ and <1>+, or that it is rigged by <1>. If Je is a Hilbert 
space then we shall sometimes consider it as the rigged 
Hilbert space (Je, Je, id). 

By an abuse of language we shall henceforth often 
drop writing the symbols j, j_, j+; thus we would 
write </' h) = (j, h) for /E <1>_, hE <1>0. 
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The weak+ topology 'U)+ on <P + is defined by the 
pairing of <P+ with <P_. A basis for the neighborhoods 
of zero consists of the sets 

U(Jl ,f2' ... ,f,,; E) 

= {cp E <P+ 11<.h, cp)1 < E; i = 1, ... ,n}, 

where.h E <P_. The weak+ topology can, of course, 
be restricted to <Po and <P_ to define the induced 
topologies 'U)+ 1 <Po and 'U)+ 1 <P_. 

The space <P _ is 'U)+ dense in <P + since given cp E <P + 
and a 'U)+ neighborhood of zero U(fl' ... ,f,,; E) in 
<P+ we can certainly choose an hE <Po such that 
<.h, h) = <.h, cp); but since <P_ is weakly dense in <Po, 
we can choose agE <P _ such that 

I<.h,g) - <.h, h)1 < E 

and then g E cp + U(Jl" .. ,f,,; E). We can thus 
approximate any element cp E <P + by a net fa E <P_ 
such that fa -- cp in the 'U)+ topology and where 
IX E A and A is some directed set. Such nets will play an 
important role. Note that by passing to subnets we 
can always choose the directed set A to be the directed 
set of 'U)+ neighborhoods of zero in <P+ ordered by 
inclusion. In subsequent discussions we shall, without 
any further comment, pass freely from the considera
tions of arbitrary nets to that of such special nets and 
vice versa. 

We note that by the above argument the 'U)+ 
completion of <P+ is <P~. We could,however,choose to 
have <P + be sequentially 'U)+ complete since every 
element of the sequential 'U)+ completion <P~ of <P + 
can be interpreted as an antilinear functional on <P_. 
It is, in fact, very advantageous for many purposes 
to have <P + be sequentially 'U)+ complete. 

We now give some examples of rigged Hilbert 
spaces. 

Example 1: <P_ = ~(IR") c ~'(lRn) = <P+, where 
~ is the space of COO functions of compact support on 
IR" and '2)' is the space of distributions. The inclusion 
is the natural one and the pairing is <f, cp) = cp(j), 
where !(x) = f(x) , the bar denoting the complex 
conjugate. Clearly <Po = V(IR"). 

Example 2: <P_ = 8(lRn) c 8'(lRn) = <P+, where 
8 is the Schwartz space of functions on IR" and 8' 
is the space of tempered distributions. The inclusion 
is the natural one, the pairing is <f, cp) = cp(/), and 
<Po = V(IR"). 

and dn
' is the space of all n-fold sequences. The inclu

sion is the natural one and the pairing is <f, cp) = 
2~=1 ... 2~=1 h''''inCPi''''in' When n = 1 we shall 
occasionally let the index i in.h start with zero rather 
than one. 

Example 4: Let <p_ be a nuclear space with a con
tinuous nondegenerate sesquilinear form (', .), let 
<P + be <P~ the space of continuous anti linear functionals 
on <P _, and let the inclusion}: <P _ c <P + be the one 
provided by the sesquilinear form; then we have a 
rigged Hilbert space <P as defined by Gel'fand and 
Vilenkin.ll 

Example 5: Let <Pa = (<P-a, <P+a'}a), IX E A, be a 
family of rigged Hilbert spaces. We now define 
<P = EB <Pa, the direct sum of the family {<p a}aEA' For 
<p_ we take the subspace of the algebraic direct sum 
EB <P_a whose elements have all but a finite number of 
components zero. For <P+ we take the algebraic 
direct sum EB <P +cz. For} we take the algebraic direct 
sum EB} a restricted to <P _. The pairing is taken to be 
<f, cp) = 2aEA <fa' CPa)a' One easily shows that <P is a 
rigged Hilbert space in which <Po = EB <POa ' the 
Hilbert space direct sum. 

Example 6: This is a very involved example which 
we write out in detail because the construction is new 
and it plays an important role. 

Let <Pa = (<P_a, <P+a ,fa), IX E A, be a family of 
rigged Hilbert spaces; we say {<p a}aEA is an inductive 
family if it satisfies the following properties: 

(lFl) A is a directed set. 
(IF2) If IX, (3 E A and (3 ~ IX, then we have linear 

maps k-Pa: <P -a -- <P -/1 and k+Pa: <P +a -- <P +P such that 
the diagram 

ja 

<P_a C <P+a 
k-Pa ~ ~k+pa 

jp 
<p_p C <P+P 

is commutative; that is,jpk_pa = k+/Ja}a' 
(IF3) For IX, (3, yEA and y ~ (3 ~ IX ,we have the 

transitivity relations 

k_ypk_Pa = k_ya , 

kHpk+/1a = k+ya ' 

(IF4) For IE <P_, cp E <P+a, and (3 ~ IX we have 

<I, CP)a = <k-/1al, k+/JaCP)/1' 

Example 3: <p_ = dn c dn' = <P+, where dn is the Note that this implies that k_pa and k+Pa are both 
space of all n-fold sequences {h,i .... i)' i j = 1, 2, . ", inclusions, and subsequently by (IF3) k-aa and k+aa 
which vanish whenever any index is sufficiently large are both identities. 
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(IFS) We finally require that whenever p ~ (1. the 
map (k_/l • .)': ell +/1 -4- eIl~a defined by (f, (k_pa)' rp)(1. = 
(k- fl (1.f, rp)p map ell +p into eIl~a' the sequential 'U)+ 
completion of ell +(1.; that is: 

(k_p(1.)'eIl+p c eIl~a' 

We now define a new rigged Hilbert space ell called 
the inductive limit ell = -+lim ell (1. of the inductive 
family {eIl(1.}(1.EA' 

For eIl_ we take ... lim eIl_(1.' the inductive limit of the 
family {eIl-a}aEA considered as an inductive family of 
complex vector spaces. Specifically, the underlying set 
of eIl_ is the disjoint union V(1.EA eIl_(1. modulo the 
equivalence relation ,-..; by which f(1. ,-..; gp if there is a 
y, y ~ (1., Y ~ P such that k-Y(1.f(1. = k_ypgp. Let 
f = [fa] denote the equivalence class of f(1. E Veil-II . 
Note that, for any p ~ IX, [fa] = [k_p(1.J.,] by (IF3). If 
f = [fa], g = [gp] are in eIl_, if A and fl are two 
complex numbers, and if we pick a y, y ~ IX, Y ~ p, 
then we can define the linear operation Af + flg by 
Af + flg = [Ak_yllfll + flLypgp]. This is easily checked 
to be well defined by virtue of (IF3) and thus 
endows the quotient V eIl_(1.!'-"; with a linear structure 
to define the complex vector space eIl_. 

We can now define the canonical linear inclusions 
k_a: ell_II C eIl_ by setting k-(1.f(1. = [J.,] for f(1. E eIl_(1. . 
This is in fact an inclusion by (IF4). We can thus 
consider each ell_II as a subspace of eIl_ . 

For p ~ (1. we easily have k_p(1.k_1I = Lp. 
For eIl+ we now take that subspace of eIl~ each 

element of which when restricted to ell_a via the 
inclusion k_1I is an element of eIl~(1.' Explicitly, rp E ell ~ 
belongs to ell + if and only if for every IX E A the anti
linear functional fll ----+ (L(1.fll' rp), fll E ell_II ,belongs 

to eIl~II' 
This definition provides us, therefore, with the 

canonical linear restrictions r II: ell + -4- eIl~", . 
We now define linear inclusions k+lI:eIl+1I c eIl+ as 

follows: Let f E eIl_, f = [fp]; let rpll E ell +11' and pick a 
y, y ~ IX, and y ~ p. We define k+llrpll by (f, k+llrp(1.) = 
(k_ypiP, kHllrp",)y. This is well defined, for, if ffJ' and y' 
are possibly different choices, then there is a 15, 15 ~ p, 
and 15 ~ P', such that k-6Pfp = k-w fp'; furthermore, 
there is a 15', 15' ~ y, 15' ~ y', and 15' ~ t5,and we have, 
using (IF3) and (IF4), 

(k_ypiP, k+yllrpll>Y = (k-6yk_ypiP, k+6yk+yIICPII>6 

= (k-6Pfp, k+6iZrpll)6 

= (k-wlp" k+6iZrpll)3 

= (k-y'pIfJ" kH,,,,rpll)Y" 

Thus, k+llrpll is well defined as an element of ell":", and 
we need now show it to be, in fact, an element of ell +. 

Now for y ~ p, y ~ lX,we have,on k_pell_p, (LpiP, 
k+(1.rpll) = (k-ypfp, kHllrpll)y = (fp, (k_yp)'k+yllrpll)p, but 
kHllrpll E ell +y and so by (IFS) (k_ yp)' k+yllrpll E eIl~II' 
showing by definition of ell + that k+llrpll E ell +. Thus, 
k+llell+ 1I c eIl+. Suppose now that k+llrpll = 0; this 
means, in particular, that (k-lIfll' k+llrpll) = 0 for all 
fll E eIl_a;but then by definition of k+ll and by (IF4) we 
have 

o = (k-lIfll' k+llrpll) = (k_IZIIJ." k+lZllrpll)1I = (J." rpll)a 

for allf(1. E eIl_lI,and this implies rpll = O,proving that 
k+1I is an inclusion. 

It is clear by construction that for p ~ IX we have 
k+p",k+ 1I = k+p. 

We can now consider the family of linear inclusions 
I", = k+",jll:eIl_ 1I c eIl+. Since,for P ~ IX, Ipk_plI = III' 
we see that the family {/(1.} defines a linear map 
j:eIl_-4-eIl+ such thatjk_a = III; namely, takej[fll] = 
l(1.fll' The map j is, in fact, an inclusion,for if jf = 0, 
then f = [fll] and 0 = jf = IlIfll implies that III = 0 
for I", is an inclusion; subsequently f = O. 

We now proceed to show that the triple ell = 
(eIl_, eIl+,j) is a rigged Hilbert space. 

Consider the quadratic form f ----+ (f,jj). Let 
1= [f",]; then (f,jj) = (f, Idll) = (I, k+aJllf(1.) = 
(k-lZIIf"" k+(1.lIjllJ.,)", = (fll ,jaf(1.)11 ~ 0 and this vanishes 
if and only if fll = 0, that is if and only if f = O. 
Thus, the quadratic form is positive definite. 

Now, let eIlo be the Hilbert space which is the 
completion of eIl_ with respect to the inner product 
f, g ----+ (j, g) = (f,jg), and let hE eIlo; then h is 
given by a Cauchy sequence hn E eIl_ and we can set 
hn = [hnll(n)] for hnll(n) E eIl_lI(n)' Consider now k_pell_fI 
and pick y(n), y(n) ~ lX(n), and y(n) ~ p; then 

(k_pfp, h) = lim (k-flfp, j hn) 
n-+oo 

Now this last limit exists for all ffJ E eIl-fI since it is 
equal to (k-flfp, h). By (IFS), 

(k_y(n)p),k+y(n)lI(n)jll(n)hnll(n) E eIl~fI; 

since eIl~fJ is '\1)+ sequentially complete, we see that 
this last limit in fact defines an element of eIl~p and so 
I ----+ (I, h) for IE eIl_ defines an element of ell +' 
concluding the proof that ell is a rigged Hilbert space. 

Let {eIllI}IIEA be an inductive family of rigged 
Hilbert spaces and let ell = ... lim eIlll . Let V be a 
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complex vector space and for each IX E A let there 
be given a linear map ~IZ: V ~ <I> +II such that, for 
f3 ~ IX, k+plZ~1Z = ~p. There is then a unique map 
~: V ~ <1>+ such that rlZ~ = ~IZ' This map will also be 
denoted by ... lim ~IZ and will be called the inductive 
limit of the family of maps {~IZ}' 

We define ~ as follows: Let fE <1>_, f = [f1Z]' and 
let v E V; then we set (f, ~v) = (fa' ~lZv)a' The 
stated properties of ~ follow readily. 

Given a rigged Hilbert space <I> by a generalized 
operator T, we shall mean any linear map T: <I> _ ~ <1>+. 
If T is a generalized operator,then the set of numbers 
(g, Tj) for f, g E <1>_ we shall call the matrix elements 
of T and in particular the numbers (f, Tf) we shall 
call the expectation values of T. 

A generalized operator defines a sesquilinear form 
on <1>_, namely f, g ~~ (f, Tg). The converse is not 
necessarily true for, given any sesquilinear form 
f, g ~ {f, g} on <I>_,we can certainly define a linear 
mapS:<I>_~<I>~ by Sg:f~{f,g};but the range of 
S need not lie within <1>+. This problem arises when
ever we perform operations on the matrix elements of 
generalized operators to obtain new sesquilinear forms. 
Often we want the new object to also be a generalized 
operator. This question must involve relations, among 
<1>_, <1>+, j and the generalized operators, which we 
have not investigated. We have not yet made any 
regularity assumptions on T nor any topological or 
other restrictions on <1>_, <1>+, and j. Such questions 
eventually have to be faced,but we shall get a better 
perspective on them only after we further develop the 
formalism. In this work we shall usually assume that 
the relevant maps are in fact generalized operators 
when such is the need. All the circumstances under 
which this question will arise will be sufficiently 
natural both mathematically and ph~sically that the 
assumption will not be unreasonable. 

It is now appropriate to point out that there is a 
certain ambiguity in defining generalized operators, 
namely, we are often able to pass to other rigged 
Hilbert spaces without loss of any information about 
the original situation. In the first place, we can always 
pass to the sequential 'UJ+ completion of <I> +;so assume 
<1>+ to be sequentially 'UJ+ complete. We may now be 
able to find a subspace'Y _ of <1>0 such that j_ <I> _ c 'Y_ 
and such that j_ <I> _ is dense in'Y _ in some topology T. 

Furthermore, certain functionals in <1>+ may be 
extendable from <1>_ to'Y _ by virtue of continuity with 
respect to T ,thus giving rise to a new space 'Y +. 
Assume, in addition, that 'Y _ c 'Y + and that this 
forms a new rigged Hilbert space 'Y. If Tis continuous 
with respect to the topology T on <1>_ and some topol
ogy T + on <1>+, then it can be extended to a map 

t: 'Y _ ~ <1>+ and if in addition t'Y _ c 'Y + ,we have a 
new generalized operator from which by virtue of 
continuity assumptions the original operator T can be 
recovered. One can also pass in another direction. 
Suppose we take a subspace 0_ c <1>_ such that 0_ 
is dense in <1>_ with respect to some topology T. The 
space <1>+ now acquires a new 'U)+ topology induced by 
0_ and with respect to this new topology it may not be 
sequentially complete; we pass to the sequential 
completion thus arriving at a new space 0+ :::> <1>+. 
The triple 0 = (0_, 0+,j!0_)canformanewrigged 
Hilbert space and if T is continuous with respect to the 
topology T on 0_ and some topology T+ on <1>+, then, 
passing to the restriction T! 0_ ,we again get a new 
generalized operator from which the original general
ized operator can be recovered. One can combine any 
number of such extensions and restrictions and possibly 
other similar operations to obtain a whole class of 
generalized operators. Now for physical and most 
mathematical applications an~ one of the generalized 
operators in this class may be taken as representing the 
same situation and thus it becomes reasonable to ask 
which among this class is in some way mathematically 
natural. We shall not look very deeply into this prob
lem as it is mathematically subtle but in concrete 
situations does not often present any difficulties. We 
shall at times I however, give indications of the issues 
that it raises. All such problems related to the various 
choices of riggings we shall call candidacy problems 
since they relate to the choice of a mathematical 
candidate for a given situation. 

The following are examples of generalized operators. 

Example 7: If T<I> _ c <1>_, then T is a densely de
fined operator in <1>0 with an invariant domain. If the 
rigging is of the Gel'fand-Vilenkin type and T is 
essentially self-adjoint or unitary on <1>_, then there is 
a detailed spectral theory for T as is given in Gel'fand 
and Vilenkin. 

Example 8: Suppose there is a sesquilinear map 
M: <1>_ X <I> _ ~ <1>_ antilinear in the first variable. If 
T E <D~, then we can define a linear map MT:<D_ ~ <D~ 
by the formula 

(g, Mrf) = (M(j, g), T). 

If MT<I> _ c <1>+, then MT defines a generalized opera
tor. A useful particular case of this in j)( IR n) c j)' (IR n) 

is the following: Let M(f, g)(x) = f(x)g(x) and let 
T E j)'; then MTf = fT E j)' and MT is a generalized 
operator which can be called multiplication by a 
distribution and is a generalization of the familiar 
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bona fide operator which is that of multiplication by a 
function. 

Example 9: In C EEl ~(lRn) c C (f) ~'(lRn) define 
Tas 

TUo, ft(k» 

= (-qOf ft(k)dn~ , w(k)ft(k) - qo fo !), 
[2w(k)] [2w(k)] 

where w(k) = (m2 + k2)! and qo and m are real 
constants. This example is the bare Hamiltonian for 
the N8 sector of the Lee model in n dimensions 
without cutoff. 

Example 10: In C EEl ~(IR) c C EEl ~'(IR) define T 
as 

T(fo, fleX)~ = (-gfl(O), -g!ob(x), 

where b(x) is the Dirac distribution and g a real 
constant. 

Example 11: In d c d' define T by 

00 

(Tf)o = Aofo + I fkPk' 
k=l 

(Tf)k = Akfk + fOPk for k ~ 1. 

Here the An' n = 0,1," ',and the Pk' k = 1,2, '"", 
are fixed complex numbers. This example is a discrete 
version of Example 9 and will be called' the discrete 
Lee model. It will prove to be very instructive 
since everything can be computed explicitly and it is 
sufficiently complicated to exhibit most of the phenom
ena in which we are interested. 

Example 12: All Fock spaces are a direct sum of the 
multiparticle subspaces. One of these, the vacuum, 
is C which we rig in the manner (C, C, id). All the 
others are of the form L~(lRn) for Isome n, where 
the subscript P denotes that the vectors of this space 
have certain specified symmetries under permutations 
of the independent variables, said symmetries arising 
from physical statistics. We rig these subspaces by 
~p(lRn) c ~;'(lRn) and then rig the Fock space by 
taking the direct sum of the resulting family of rigged 
multi particle subspaces. 

With Pock space rigged in this way then,as was 
pointed out in the introduction. most of the Fock 
space "operators" of quantum field theory, quantum 
statistical mechanics, and solid state theory are in 
fact generalized operators. Among these are included 
the Hamiltonians and Lagrangians for most models, 
their densities, Wick polynomials in the free fields at a 

fixed point, and in general any formal normal ordered 
expression in creation and annihilation operators with 
distribution kernels. 

Example 13: Let T be a generalized operator. We 
define the map T*: <1>_ --.. <1>':' by T*f:g ~ (f, Tg). 
If T*<I> _ c CD +, then T* is a generalized operator 
called the dual of T. 

If T is a generalized operator and T* = T, then we 
say T is symmetric. In terms of matrix elements this 

means that (g, Tj) = </' Tg). 
If T is a generalized operator and (f, Tf) ~ 0 for 

all f E <1>_, then we say T is positive. Note that if Tis 
positive, then T must be symmetric. 

Example 14: Let e/> E <1>+, "P E <I>':';then we define the 

generalized operator Ie/» ("PI by Ie/» ("Plf= (f, "P)e/>. 

The set of all generalized operators on a given 
rigged Hilbert space clearly forms a complex vector 
space in the usual manner. We shall place the weak 
topology on this space; thus a basis for the neighbor
hoods of zero is given by 

U(jl,f2"" ,fn;gl,g2"" ,gn; E) 

= {TII({;, Tg;)1 < E, i = 1,"', n}, 

where h' g i E <1>_. Furthermore, when speaking of 
any notion relating to generalized operators,we shall, 
unless otherwise stated, mean the weak notion; thus, 
for example, a family TO.) , A E C, of generalized 
operators is analytic in a domain ~ if every matrix 
element (f, T(A)g) is analytic in ~. 

B. Linear Relations 

It turns out that it is necessary to study multivalued 
linear maps, which we call linear relations. 

Let V and W be two complex vector spaces then we 
define a linear relation l2 from V to W to be map from 
V to the power set of W, l2: V --.. a'( W) satisfying the 
following three conditions: 

(LRI) If e/>, "P E V,then l2(e/> + "P) :::> l2e/> + l2"P' 
(LR2) If A ¥= 0 is a complex number and "P E V, 

then l2(A"P) = Al2"P. 
(LR3) l20 ¥= 0, where 0 is the empty set. 
Consider now the set V x Wand the subset 

r(tl) c V x W called the graph of tl and defined by 

r(l2) = {("P, "P') I "P' E l2"P}' 

Now conditions (LRI), (LR2), and (LR3) imply 
that r(l2) is a linear subspace of V x W considered 
as a vector space in the usual componentwise manner. 
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To see this, let (4),4>'), (V', V") E r(a)jthen 

a(4) + V') ::::> a4> + aV' 34>' + V", 

which shows that (4) + V', 4>' + V") E rca). Further
more, let (V', V") E rca) and A =;i: 0 be a complex 
number; then a(AV') = AaV' 3 AV", which shows that 
(AV', AV") E rca); lastly, ao =;i: 0 and 

ao = a(O - 0) ::::> ao + a( -0) = ao - ao 3 0 

shows that (0,0) E r(a)_ 
Conversely, given any linear subspace LeV X W, 

we construct the map 

:R(L): V ---+ :J'(W) by :R(L)V' = {V" I (V', V") E L}. 

To show that :R(L) is a linear relation,we have first 

:R(L)(4> + V') 

= {?J I (4) + V', ?J) E L} ::::> {4>' I (4),4>') E L} 

+ {V" I (V', V") E L} = :R(L)4> + :R(L)V', 

so (LR1) is satisfied. Furthermore, assume A =;i: 0 is a 
complex number;then 

:R(L)(AV') = {V" I (AV', V") E L} = {V" I (V', l/AV") E L} 

= A{V" I (V', V") E L} = A:R(L)V', 

so (LR2) is satisfied; lastly, (0,0) E L shows that 
o E :R(L)O,so :R(L)O =;i: 0 and (LR3) is satisfied. 

It is immediate that :R(r(a» = a and r(:R(L» = L, 
and thus linear relations are in I-to-l correspondence 
with linear subspaces of V x W. This is very helpful 
in many considerations. Two facts that follow 
immediately from this are that ao is a linear subspace 
of Wand that if V" E aV', then aV' = V" + ao. 

The set of all linear relations from V to W we shall 
denote by M(V, W) and in the case V = W by M(V). 

If a is a linear relation, we define the domain of a 
to be !D(a) = {V' E V I aV' =;i: 0}. The domain is 
clearly a linear subspace of V since it is the canonical 
projection of rca) onto V. 

If a 1 and a 2 are linear relations and r(a1) c r(a2), 

then we say that a 1 is a restriction of a 2 and that a 2 is 
an extension of a1 , and we express this by a 1 c a 2 or 
a 2 ::::> Q1' The relation a 1 c Q2 is equivalent to 
a 1V' c a 2V' for all V' E V. 

A restriction or an extension is called an operator 
restriction or an operator extension if it is in fact an 
operator, that is,if it is single valued on its domain. 

If a l and a 2 are linear relations, then we define the 
linear relation a 1 + a 2 by 

(a1 + ( 2)V' = a 1V' + azV'. 

One easily shows that a l + Q2 is a linear relation. 

If a is a linear relation and A a complex number, 
define the linear relation Aa by oa)V' = A(aV'). 

If a E M(V, W) and :R E M(W, Z) I we define 
:Ra E M(V, Z) by :RaV' = :R(aV') = U'I"EI'l'l' :RV". 

Of particular interest for function theory of general
ized operators is the case when V = W, for then :Ra is 
again in M(V). 

If a E M(V, W),define a-1 E M(W, V) by 

r(a-l) = {(V", V') IV" E aV'}, 

which is clearly a linear subspace of W x V. Equiv
alently a-1w = {V'I wE aV'} for wE W. 

Let now aa E M(V, W), IX E A,be a family of linear 

relations. We define VaeA aa E M(V, W) by setting 

reV aa) = V r(aa)' where the last set is the linear 
span of the family of subspaces r(aa)' 

If a 1 c a, a 2 c a, and if V' E !D(al - az),we have 

(a1 - az)V' = a 1V' - azV' c aV' - aV' c ao 

and if, on the other hand, V' ¢ !D(al - a z), then 
(a1 - az)V' = 0 c ao. This observation leads to a 
new notion. 

Suppose X and a are two linear relations such that, 
for all V', XV' c ao; then we shall say that X is a 
counter of a. This terminology is introduced since as 
will be seen later certain so-called counterterms which 
occur in the formal function theory of physical 
"operators" arise in this way. As we saw above, any 
two restrictions of the same linear relation differ by a 
counter on the intersection of their domains, and 
conversely, if:J' c a and X is a counter of a, then 
:J' + Je, c a. 

It is useful now to introduce certain topological 
considerations. We assume that V and Ware both 
topological vector spaces and we endow V x W with 
the product topology. 

We say that a E M(V, W) is closed if its graph r(a) 
is closed. In terms of limits this means that if V'a E 

!D(a) is a convergent net, V'« ---+ V' E V, and if there 
exist V'~ E aV'« such that V'~ ---+ V" E W, then V" E aV'o 

If a E M(V, W), then it has a canonical closed 
extension (2 called the closure of a and is defined by 
rca) = rca). In terms oflimits, we have that V" E tlV' 
if and only if there are convergent nets V'a ---+ V' in V 
and V'~ ---+ V" in W such that V'~ E aV'a. The closure is in 
a sense the best attempt to extend a linear relation by 
topological means. 

If :J', a are linear relations, we say that :J' is a 
version of a if :J' c (2; this is equivalent to r(:J') c 

r«(2) = rca) and is thus equivalent to r(:J') c rca) 
which means that {f is also a version of a. Version of 
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is a pseudo-order, that is,it is reflexive and transitive. 
The relation of being a version of each other is an 
equivalence relatIOn since it is the sarne as having 
equal closures. Arnong closed relations, version olis in 
fact a partial order. 

Our next topological construction has to do with 
lirnits of linear relations. Let Q~, ~ E X, be a farnily of 
linear relations and let N be a set of nets in X all 
defined on the sarne directed set A. We define the 
linear relation a = lirnx a~ by taking r(a) to be the 
set of alllirnit points of nets y" E r(a~,,), where ~" is a 
net in N. 

Concerning this lirnit procedure, we want to rnake 
the following rernarks. Suppose the net of neighbor
hoods of zero of V x W adrnits a cofinal subnet 
indexed by A, say {U,,}; then we clairn that lirn,v a; = 
lirnN Q;. The inclusion lirn.\' a; c lirnN 0; is obvious 
and we need prove only the opposite inclusion. Let 

y" E r(Q~,,) and )I" ->-)1; then there are points y" E 

r(a;,,) such that y" - )I" E U" ,but since {U,,} is 
cofinal, we see that lirn y" = lirn )I" =)1 so )I E 

lirnN a;. Precisely the sarne reasoning also shows that 
lirn N 0; is closed and so in the case that the directed 
set A is "large enough" we have lirnN a = lirnN 0; = 

lirnN a;. 
Because the rnap ("P, "P') ~ ('p', "P): V x W->

W x V is continuous, we have that 

Let now T:<I>_ ->- <1>+ be a generalized operator. 
Since j is an inclusion of <1>_ into <1>+ we can view T as 
an operator frorn <1>+ to <1>+ defined on a dornain 
~(T) = <1>_. Finally, we view T as a linear relation in 
M(<I> +). Since <1>+ is endowed with the 'U.J+ topology, it 
becorne£ rneaningful to take the closure t of T. This 
closure will in general be rnultivalued. but it is an 
object of great interest. For rigged Hilbert spaces we 
are thus interested in M(<I>+) and particularly in the 
closed relations. 

Let a E M(<I>+); we call a restriction of a a g
restriction if its dornain is contained in <1>_ and if it is 
rnaxirnal with respect to this property. If in addition 
we require the g-restriction to be an operator restric
tion, again irnposing arnong i such restrictions the 
condition of rnaxirnality,then we speak of g-operator 
restrictions. The g-operator restrictions of a are those 
that corne closest to being generalized operators; they 
will be generalized operators if their dornain coincides 
with <1>_. We shall also speak of g-versions and g
operator versions,rneaning that we first pass to Q and 

then take restrictions. We shall also consider addi
tional properties, such as syrnrnetry, that restrictions 
and operator restrictions rnust satisfy. It is the irnposi
tion of these additional properties that provides 
constraints that are rnore severe than could be obtained 
frorn weak topologies alone. 

C. Orthogonal Projections 

Let <I> be a rigged Hilbert space and let L be a 'U.J+ 
closed subspace of <1>+. We are interested in the case 
that L n <1>_ has L for its 'U.J+ closure and furtherrnore 
that no elernent of L vanishes on all of L n <1>_. In 
this case we define 7TL' the orthogonal projection onto L, 
to be a linear relation on <1>+ given by requiring 7TL"P 
to be that elernent of L, if it exists, which coincides 
with "P on L n <1>_; narnely, <I, 7TL"P) = <I, "P) for 
IE L n <1>_. Note that if 7TL"P exists,then it is unique 
and furtherrnore L is contained in the dornain of 7TL 
and TTL restricted to L is the identity. We have 

7Tl = 7TL' 
If L is finite dirnensional, then L c <1>_ and any 

finite dirnensional subspace of <1>_ satisfies our 
hypotheses above. Let L be generated by 11' ... ,In 
all linearly independent; then TTL is defined on all of <1>+ 
and is given explicitly by the forrnula 

n 

7TL"P = 2 JiMij(fj, "P), 
i,;=l 

where Mij is the inverse of the rnatrix <~ ,!J). 
Let:F be any cofinal subset of the directed set of all 

finite-dirnensional subspaces of <1>_. Now for any 
"P E <1>+ the net {7TF"PhE3' converges to "P in the 'UJ+ 
topology: 7TF"P ->- "P. In fact if U(gu ... ,gn; €) is a 
'U.J+ neighborhood of zero in <1>+ and if F is such that 
gi E F,then 7TF"P E U(gl' ... ,gn; €) '+ "P. 

Let I be the identity linear relation on <1>+; that is, 
I"P = {"P}. If TTL is an orthogonal projection, then 
1- TTL is an idernpotent, (I - 7TL)2 = 1- 7TL, and 
a rnap of sorne interest,though it is not necessarily an 
orthogonal projection. In certain special cases it rnay, 
however, be an orthogonal projection. 

Suppose that <I> is a direct surn <1>1 EEl <1>2 and let 
L = <1>+1 EEl O. Then L satisfies our hypotheses and 7TL 
exists and is given by 7TL"PI EEl "P2 = "P1 EEl O. Further
rnore, 0 EEl <1>+2 also satisfies our hypotheses and the 
orthogonal projection onto it is 1- 7TL' 

Let T be a generalized operator and TTL an orthog
onal projection. Associated with T are also the 
following rnaps: 7TLT7TL' 7TLT(I - 7TL), (I - 7TL)T7TL' 
and (I - 7TL)T(I - 7TL)' In case <I> is a direct surn 
<1>1 EEl <l>2,then, if we 'set 7T1 = 7Tw+1ifo ' 7T2 = 7TO(!)W+2' 

we have 7T2 = 1- 7T1' We can now write T in the 
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form of a matrix 

where 

TiJ = 71'iT71'J I <I>+J' . 

One gains from the above considerations only if L 
is somehow specifically related to T and this means 
that we should single out certain special subspaces. 
Now in all cases we have the inclusions 

(i) 71'LT71'L c 71'L1'71'L' 
(ii) 71'LT(I - 71'L)<I>+ c 71'L<I>+. 

The special cases hold when these inclusions are 
strict, that is, an inequality holds. Heuristically 
speaking, if (i) is a strict inequality, then part of the 
"singular" nature of T is expressed in either the off
diagonal elements or in the other diagonal element 
(l - 71'L)T(I - 71'L)' A strict inequality for Oi) is to 
be considered as a generalization of T being diagonal. 

Suppose now L to be finite dimensional; then 

71'LT71'L is single valued and defined on all of <1>+ while 
71'L1'71'L' also defined on all of <1>+, may be muIti
valued. A measure of this multivaluedness is given by 
the dimension of 71'L1'o. Among all L of a fixed dimen
sion there are those for which the dimension of 
71'L1'O is minimum and these are especially singled out. 

Likewise, among all the finite-dimensional L of a 
fixed dimension those are specially singled out for 
which the dimension of 71'LT(I - 71'L)<I>+ is minimum. 

We shall not develop here the theory of special 
subspaces such as the above to any great extent but 
we shaH use such considerations in various examples. 

As an illustration consider the discrete Lee model 
with an infinite number of Pk different from zero. We 
shall see in the next section that 

to = {(IX, 0, 0, ... ) I IX E <C} 

and so for 71'F1'O to be zero dimensional for a finite
dimensional F we must have the vector 

e - (1 . 0 0 ... 0 ... ) 
0- '" " 

be orthogonal to F. The subspace generated by all 
such F is {f Ed 1/0 = O} and this is in fact an orthog
onal subspace of <1>_. Thus the decomposition 
<I> = <C EB <1>2' where <1>2+ = {1f' Ed' 11f'0 = O} is specif
ically adapted to T. 

Assume now for convenience that all the Ak are 
different and none of Pk vanish. Let 

P = (0; PI' P2, ••• , Pk' ... ) 

and let ek = (0; 0, ... ,0,1,0, .. '),where the 1 is in 

the kth place. We have 
00 

T = 1 An len> (enl + leo)(pi + 1.0) (eol. 
n=O 

l.et F be a finite-dimensional subspace of d and con
sider 

00 

71'FT(I - 71'F) = 71' F 1 An len)(enl (I - 71' F) 
n=O 

+ 71'F leo) (pI (I - 71'F) 

+ 71'F Ip)(eol (I - 71' F)' 

We note that if Fis generated by a finite number of the 
ek , k ~ 1, then 71'FT(I - 71'F)<I>+ is one dimensional 
and a tedious argument shows that these are the only 
subspaces for which this is true and that for no 
subspace is this space zero dimensional. Thus, these 
particular subspaces are singled out. These subspaces 
form a cofinal set in the set of all finite-dimensional 
subspaces of {fE d 1/0 = O}. 

D. Elementary Function Theory of 
Generalized Operators 

Here we develop only the function theory dealing 
with simple expressions, particularly those involving 
products sums and inverses. A deeper version of 
function theory will come only after the development 
of a structure theory. 

The basic idea here is to use the closures of the 
generalized operators, manipulate with the linear 
relations so obtained according to the definitions 
introduced in the last section, and then take a g
operator version of the result as the answer. Which 
g-operator version is appropriate to take must be 
decided by other considerations. 

The simplest example of this is that of passing from 
the generalized operator T to any of its g-operator 
versions; furthermore, if Tis symmetric, we may want 
to restrict ourselves only to the symmetric g-operator 
versions. 

A slightly more complicated example is that of 
interpreting the product TS of two generalized 
operators to be any of the g-operator versions of 1'S. 
Now in formally defining TS one often runs into 
certain undefined divergent expressions which are 
removed by appropriate counter terms. One lfiay then 
consider the formal product TS as a version of ts 
with divergent coefficients and this differs from the 
finite version by a counter with divergent coefficients. 
All other finite versions then differ by finite counters, 
that is,generalized operators with values in tSO. 

To illustrate the above ideas, consider the discrete 
Lee model 

T:I ~ (1.010 + ~ IkPk; ... , Adk + 10Pk' .. -) . 
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Let a net f,. -+ "P in the '\1)+ topology; then (f,.)n -+ "Pn' 
n ~ 0, and thus Aifft)k + (Ia)OPk -+ Ak"Pk + "POPk' 
k ~ 1. What are the possible limits of 

00 

Ao(f,.)o + 2 (f,.)kPk? 
1 

There are two cases, depending on whether only a 
finite number of the Pk are different from zero or not. 
In the first case, the vector P = (0, Pl' P2' •.. ) E d,and 
we have 

00 00 

Ao(f,.)o + 2 (f,.)kPk -+ Ao"Po + 2 "PkPk; 
1 1 

in the second case, P 1= d, and by choosing the net fft 
appropriately we can make the sum approach any 
complex value. Thus, for P Ed, T is continuous and f 
is an operator 

T"P = {(Ao"PO + ~ "PkPk;"', Ak"Pk + "POPk'" -)}, 

where "P E d' . For P 1= d, T is not continuous and 

where "P E d' . 
For P 1= d, a g-operator version of T is thus given by 

f ~-+ (lXoj~ + ~ IXJk; ... ,AJk + fOPk' ... ) 

and / E d and 1X0 and IXk are complex numbers. Now the 
dual of this version is 

f ~-+ (iiofo + ~ pJk; ... , J,kfk + foiik' .. -) 

and the dual of T is obtained by the change Ak ~ An' 
n ~ ° and Pk ~-+ Pk' Thus, in order to preserve the 
duality properties as much as possible, an appropriate 
choice for IX", n ~ 0, may be ak = Pk' k ~ 1 and 1X0 

arbitrary. If in addition An' n ~ 0, and Pk' k ~ I, 
are real,then T is symmetric and we should then restrict 
lXo to be real. All symmetric g-operator versions of 
T are thus obtained by a change of Ao, still remaining 
real. 

Let us now consider products. In the case P E d, 
ff"P is seen to be 

TT"P = {( A~"Po + Ao ~ "PkPk + ~ Ak"PkPk 

00 

+ "Po! P~; ... ,A:"Pk + Ak"PoPk + AO"POPk 
1 

and since in this case again only finite sums are 

involved, we have ff=ff and is thus an operator. 
In the case p 1= d, we have 

ff"P 
= {CIX;: .. ,A~"Pk + Ak"PoPk + f3Plc" .. ) I IX, f3 E C} 

and since no infinite sums are involved, we have 
ff = ff. A g-operator version of ff is given by 

I ~-+ (lXo/o + ~ IXJk; ... , AUk + AJOPk 

+ (f3o/o + ~ f3dz) Pk' .. -). 

The dual of this version is 

Thus, again to preserve duality properties, it may be 
appropriate to take ak = AkPk + POPk and f3k = f-tPk 
with lXo, flo, and f-t arbitrary; in particular, if T is 
symmetric, then in order to preserve symmetry we 
must take 1X0 and f-t real. 

In formally computing T2 in the case P 1= d,we would 
come across the term fo 2;' p~ in (T2f)o. This term is 
divergent in case P 1= [2 and so we introduce the 
counter K:<P_ -+ ffO, K:/ ~-+ C/o; 0, 0, ... ) and we 
now have 

00 

+ ! AkPJk; ... , AUk + AJOPk 
1 

+ AofoPk + (~pdz) Pk' .. -), 

which is a nondivergent version of ff. This corre
sponds to the previous versions by the choice flo = Ao, 
1X0 = A~, and f-t = 1. We see that the most general 
g-operator version of ff contains more adjustments 
than is absolutely necessary but whether to make these 
or not must be decided by other considerations. We 
note here, however, that 

TT"P = { (IX; ... ,AUk + foAkPk + AofoPk 

+ (~PdZ)Pk'''') IIXEC} 
gives rise to symmetric g-operator versions for which 
f30 = Ao and f-t = 1 and contain only the minimal 
adjustments necessary. 



                                                                                                                                    

3444 GEORGE SVETLICHNY 

It should be pointed out that elementary function 
theory allows considerable latitude of interpretation. 
This is desirable since formal expressions involving 
generalized operators must often be taken very loosely. 
Thus, even the equality T = S may be taken now in 
the very loose sense that a g-operator version of T 
equals a g-operator version of S. In particular, 
TS - ST = 0 can be interpreted as meaning that 

TS - ST has 0 restricted to <1>_ as a version; this is 
the loosest sense of the expression. For the product of 
three generalized operators TSR, the loosest interpre-

tation is a g-operator version of S(TR) v (ST)R. The 
loosest interpretation of (d/dt)T(t), where T(t) is a one
parameter family of generalized operators, is that 
(d/dt)T(t) is a g-operator version of 

lim (l/h)[T(t + h) - T(t)] 

as h - O. Of course, one need not take the loosest 
interpretation in all cases, and sometimes a more 
stringent interpretation may be more to the point, 
such as in the example above where an interpretation 
of T2 as a g-operator restriction of TT did not involve 
the possibly superfluous adjustments. In any case, any 
interpretation of expressions in generalized operators 
that involves manipulations of multivalued maps and 
then a passage to an appropriate single - valued 
restriction we shall call the multivalued approach. The 
multivalued methods do not by themselves lead to 
very deep results, but they provide very necessary 
material which can then be treated by more sophisti
cated methods. 

E. Elementary Theory of Subtractions 

In the previous section we gave an interpretation 
of the formal product of several generalized operators; 
namely we take any g-operator version of certain 
multi valued combinations of the closures of the fac
tors. We now describe certain more stringent interpre
tations that can reflect better the specific properties 
of the factors. Consider therefore a formal product 
Tl T2 . ••• TN' We first want to replace each factor T; 
by '17' J,TlTl'G

1
' where J; and G1 are finite-dimensional 

subspaces of <D_. Let (1-; and ~; be cofinal sets of 
finite-dimensional subspaces of <1>_ and define an 
order on it; x ~i b~ (J, G) ~ (J', G') if and only if 
J:::> J' and G :::> G'. Let :F; be any cofinal subset 
of it; x ~j; then (Tj)F, = 'l7'J/Tj)'I7'G, - T weakly, 
where F; = (Jj , Gi ) E:Fj • Consider now the product 
(T1)F

1
' •• (TN)Fa and let :F be a cofinal subset of 

:FIX • . . x :F N' where the last space is ordered com
ponentwise. In general the product has no limit on :F 
but we can modify each product by a term K F, FE:F, 

where KF is a single-valued counter of some multi
valued interpretation of Tl ... T,y. We are then inter
ested in the limit 

lim [(7;.)Fl ... (TN)Fa + K F] 
Fe!F 

and this affords an interpretation of the product if the 
limit exists. This interpretation of course depends on 
the choice of:F and KF but if these are obtained from 
considerations relating to the specific properties of the 
factors, the interpretations so obtained can be more 
limited than those obtained from the loosest multi
valued methods and more relevant to the problem at 
hand. We shall call the above interpretation and 
modifications of it the subtracted product. 

As an example let us compute T2, where T is the 
symmetric discrete Lee model. Let ~ be {Gn}n=o .... ' 
where Gn is the finite-dimensional subspace of d 
generated by {eo, e1, ... ,en}. We consider the 
expression T'I7'GnT + Kn, where Kn is a symmetric 
single - valued counter of TT, namely Kn:f ~ 
(Kn!o; 0, 0, ... ). We have 

T'I7'G nT + Kn:f ~- ((A~ + ~ P: + Kn)fo 

where 

00 n 

+ .1.01; Pdk + 1; AkPdk; ... ,()n.k).:fk 
1 1 

0n.k = 1 if k ~ n 

= 0 if k> n. 

Thus, if we pick Kn = K - 1;; p:,the limit converges 
and gives as an interpretation of T2 the transformation 

f ~ (A~ + K)fo + .1.0 ~ (Pk + AkPk)fk; .. " AUk 

+ ).kPdo + Pk( Aofo + ~ Plh),' . )-

We now turn to certain constructions which we call 
analytic subtractions. Let {j"().)}aeA be a net of 
functions each analytic in A in a fixed domain ~. We 
say that the net converges with subtractions in ~ if 
there is a net of polynomials Pi).) such that 

lim [/..().) + P..{).)] 
aeA 

converges pointwise to an analytic function in ~. We 
call the net P" the net of subtractions. Let n" be the 
order of P". If Qa is another net of subtractions and 
m" is the order of Q", then we say that {Q,,} has fewer 
subtractions than {Pal if ma :::;; na and lim m"/n,, = 0, 
where we interpret % as O. If n" is bounded, then we 
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say that Pa has a finite number of subtractions. We 
say that Pa is canonical if Pa is minus a first part 
of the Taylor expansion of la about some point Aa; 
that is, 

PiA) = -(fiAa) + (A - Aa)/~(Aa) 

+ ... + (A - Aa)na./~na.)(Aa)!na!)' 

In most practical cases where subtracted limits are used, 
the weaker the subtraction the more desirable it is; 
in particular, if a finite number of subtractions can be 
used, then it is desirable to have nrt bounded by the 
least possible number. 

One common way in which analytic subtractions 
are used is in interpreting JfiA){t(dx), where A~
liA) is a family of functions, each analytic in a fixed 
domain ~,and x is a point in a measure space X 
equipped with a measure ft. If A is the set of alI 
measurable subsets a c X such that 

liA) = If.,(A){t(dX) 

exists as an analytic function in ~ and if UaeA. at = X, 
then, even if S fiA){t(dx) does not exist, one can 
interpret it as the subtracted limit ofla(A). An example 
of the above is of course the Mittag-Leffier expansion 
for a meromorphic function. Let ri be a sequence of 
complex numbers and let Ai be a sequence of complex 
numbers with 00 as the only accumulation point; then 
the sum 2,~1 ril(A - Ai) need not converge but one 
can pick a sequence of integers ni such that 

00 

2, (AI AiY'iri!(A - Ai) 
;=1 

does converge and is in fact a canonical subtracted 
sum in the sense defined above. A similar interpreta
tion can be assigned to the integral g(A) S {t(dx)1 
(A - x)g(x), where (t(dx) is a measure on IR and g is 
an entire function; this is a subtracted interpretation 
of f (t(dx)/(A - x) which need not converge. 

As a matter of notation we shall use the tilde '" in 
the form 

lim, :t and J 
to denote subtracted interpretations whenever we do 
not wish to explicitly exhibit the subtractions involved. 
Thus one interpretation of 

00 00 

! ri!(A - Ai) is 2, (AI Ai)niri{(A - Ai) 
i=l i=l 

but of course others are also possible. 
Analytic subtractions can likewise be applied 

whenever we are dealing with a product of generalized 

operators when at least one factor is an analytic 
generalized operator-valued function; for example, 
STQ(A)R. We again introduce finite-dimensional 
projections and thus consider the product 

SFITFaQ(A)FaRF, ' 

but for the added term we take a polynomial PF(A), 
that is,PF(A) = Ii.!'o AiPi,F' where the Pi,F are gener
alized operators. Thus, an interpretation of the 
product is 

lim [SFITFaQ(A)FaRF, + PF(A)]. 
Fe:F 

As before. various procedures and modifications are 
possible, but these must be adapted to the specific 
situation at hand. We adopt the same terminology 
here as for subtracted limits of functions. 

Analytic subtractions is one of the most powerful 
tools available, and its versatility will be demon
strated in subsequent examples. 

F. Elementary Spectral Theory of 
Generalized Operators 

In this section we give sense to the formal equations 
(T - A)cfo = 0 and (T - A)cfo = 'If' for a generalized 
operator T. We develop the theory by first giving 
several equivalent definitions of the generalized 
eigenvectors of a generalized operator. The first one 
in terms of limits is the most intuitive but the subse
quent ones are more amenable to study and will 
eventualIy provide deeper insights into the structure 
of generalized operators. 

Let T be a generalized operator on a rigged Hilbert 
space <1>. We want to generalize the notion of eigen
vectors of an operator to that of generalized eigen
vectors of a generalized operator. It is convenient to 
break this definition into two parts. 

A generalized vector cfo E <1>+ is said to belong to the 
generalized null space N(T) of T if, given any 'U)+ 
neighborhood U of 0 E <1>+ , there exists a smooth 
vector lu E <1>_ such that cfo - fu E U and Tlu E u. 

A generalized vector cfo E <1>+ is said to belong to 
I' (T) if,given any 'U)+ neighborhood U of 0 E <1>+, 
there exists a smooth vector I u E <1>_ and a complex 
number {tu such that cfo - lu E U and cfo - (tuTlu E u. 

A generalized vector cfo E <1>+ is said to be a general
ized eigenvector of T if either cP E N(T) or cp E L' (T). 
We define 2, (T) = N(T) U L' (T). We note that if 
cp E! (T) and A E C, then )..cp E! (T) and thus the 
set L (T)is trivially too large in that for most purposes 
it is necessary to consider only a single representative 
from every ray {)..cp;).. ~ O} and disregard the rest. 
As will become clear soon, the resulting set is stilI too 
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large and certain subsets will become relevant. The 
freedom in choosing both the ray representatives and 
these further subsets corresponds in part to the freedom 
in making certain arbitrary numerical assignments in 
conventional renormalization theory. 

The 'U)+ neighborhoods of ° E <D + form a directed 
set and so for ~ E I (T) the possible families {/U} 
form nets of smooth vectors which we call the approxi
mating nets 01 vectors; likewise, if ~ E I' (T), the 
possible families of numbers {{tu} form nets of 
complex numbers called the apprOXimating nets of 
spectral reciprocals. Let ep E I' (T) and {{tu} be any 
approximating net of spectral reciprocals and let {t be 
any accumulation point of the net in C U {oo}. 
Since C U {oo} is compact, we see that fl always 
exists. We also see that by passing to approximating 
subnets we can achieve {t to be lim {t'u for some other 
approximating net {{t'u}. From now on we assume 
that we have picked {fu} such that {t = lim {tu 
exists in C U {oo}. The set of all such limits for all 
possible approximating nets we shall call the reciprocal 
spectral range of ep. The reciprocal spectral range is 
clearly a closed set. 

We see that we can now rephrase the above defini
tions into the following: ep E N(T) if and only if ° E tep; ep E I' (T) and {t is in the reciprocal spectral 
range if and only if ep E (lim aT)~ as a -+ {t, where 
a -+ {t by means of nets indexed by the 'U)+ neighbor
hoods of zero in <D +; but this implies that we can 
rephrase the condition further to read ~ E (lim at)~ 
as a -+ ft. This last form admits of further ~nalysis. 
If {t ::jf 0, {t ::jf oo,we can rephrase it to ep E {tTep,which 
is equivalent to (I/{t)~ E t~. If {t = 00 and lu -+ cp, 
ep - {tuTlu -+ 0, then l/{tuep - Tlu -+ ° also and 
since l/{tuep -+ ° we see that Tlu -+ ° and ep E N(T); 
thus the case {t = 00 does not lead to any new gener
alized eigenvectors. If {t = 0, then we keep the con
dition ep E (lim af')ep as a -+ ft. 

Before proceeding with the study of generalized 
eigenvectors, it becomes necessary to point out 
certain features. This is best done with an example, so 
consider the discrete Lee model again. 

We have calculated T in the last section and we 
reproduce the results: 

For P Ed, 

and,for p t. d, 

Also its clear that lim aT as a-+ ° is given by: 
for p Ed, 

lim aT= 0, 
(1""0 

for p ¢ d, 

( lim aT) 1jJ = {( 0:; 0, 0, ... ) I 0: E C}. 
<1""0 

From our rephrasing of the definitions the computa
tion of I (T) is now entirely straightforward. The 
results are the following. (We single out only a 
single representative from each ray.) 

For p Ed the only possible values of A = {t-l are 
first of all those which satisfy the equation 

C/) 

A - ,1.0 - I p;/(A - Ak ) = ° 
1 

and those Ak for which Pk = 0. In the first case, the 
eigenvector is (1;···, Pk/(A - Ak ), ••• ) and in the 
second case it is (0; 0, . - . ,0, 1,0, . - -), where the 1 
occupies the kth place. Of course both situations 
may hold simultaneously, in which case any linear 
combination of the two eigenvectors is also an eigen
vector" with the same eigenvalue A. 

For P t. d any value of A is allowed. If 00 ::jf A ::jf Ak , 

the eigenvector is (1; - - - , Pk/(A - Ak ), • - -). If A = Ak 
and Pk::jf O,the eigenvector is (0; 0,'" ,0,1,0, .. -), 
where the 1 is in the kth place. If A = Ak and Pk = 0, 
any linear combination of the above two eigenvectors 
are allowed. If A = 00, the eigenvector is (1; 0, 0, ... ). 

Now the case P E d is entirely understandable and 
the results coincide with the usual ones of bona-fide 
spectral analysis. 

The case P t. d presents several difficulties. In the 
first place we seemingly have too many eigenvectors 
for there is no restriction on A and any complex number 
will do. Now if P t. d but the sum 

C/) 2 

I(A) = I~ < 00 
1 A - Ak 

for some A, then this sum converges for all A ::jf Ak,and 
a straightforward formal solution to the eigenvalue 
problem would yield the restriction 

cfJ p~ 
A - Ao - I -- = 0, 

1 A - Ak 

which is the restriction one would "normally" take. 
Our theory so far does not give any method for 
arriving at such restrictions. 

Now if I(A) is divergent, consider the effect of 
introducing a cutoff h into p: p~ = P~k' where 
o < hk ~ 1 and where rheA) = L (p~h~)/(A - Ak ) is 
convergent. For simplicity, take Pk and Ak real, 
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Pk ¥:- 0, and .1.0 < .1.1 < .1.2 < .... As hk -+ I we see 
that the eigenvalues approach from above the values 
Ak except for the lowest one which moves down to 
- 00. The corresponding eigenvectors approach 

(
1 .,. Pk ... Pm ... ) , , ° ' 'A - A ' k m 

except for the lowest one which approaches (1; 0, 
0," .). 

Our second difficulty now is whether sense can be 
made out of singular behavior under cutoff limits. 

We will eventually recognize that these problems 
are related but for now we briefly discuss them 
separately. 

The restriction A - .1.0 - 1(.1.) for P 1: d involves an 
infinite sum. An infinite sum is not really a sum and 
without some external reasoning we are not justified 
in taking any particular version of it, so we should not 
at this point be surprised that these sums admit of 
arbitrary definition. In the same vein, consider the 
case when I(A) is divergent but 

is convergent, that is,when subtracted sum is appro
priate. Such an interpretation of an infinite sum may 
come from physical considerations imposing possibly 
now the restriction 

but such an interpretation is again external. 
We now consider the second problem; we have 

= (1' . .. Pk '" Pm ... ) 
, '0' 'A - A' , 

k m 

but also 

hm-- 1 '" -- .. , -- '" . A - Ak( Pk Pm) 
"-+).k Pk ' , A - Ak' , A - Am' 

= (0; 0, ... ,0, 1,0, ... ), 

which is likewise a legitimate limit since we do not 
usually distinguish between multiples of the same 
vector. This last vector actually lies in L (T) with 
A = Ak • The trouble here is that the original vector in 
the limit had to "diverge on a set of positive measure" 

and the only limit which can exist is one in which this 
divergence has been normalized. We note that in this 
case, even though the limit eigenvector cP is in fact 
smooth ,we do not have TcP = AkcP, again pointing to 
the fact that for elementary spectral theory it is the 
closure l' that plays the important role. 

A way out of these difficulties will be hinted at in 
the last part of this section where we combine ele
mentary spectral and function theory with certain 
considerations of analyticity. Before proceeding with 
this, we must, however, recast our definition of I (T) 
into a still more useful form. 

We now introduce the number A = I/t-t called the 
spectral value or the eigenvalue, where we are con
sidering t-t E C U {oo} to be in the reciprocal spectral 
range of some generalized eigenvector. For cP E N(T), 
we shall take by definition A = 0. We can now re
phrase our definition of I (T) as follows: If A¥:- 00, 

then cP E:2 (T) if and only if ° E (AI - 1')cP, and if 
A = 00, then cP E L (T) ifand only ifO E lim (I - t-tf)cP 
as fl-+ 0, where the limit is taken over nets converging 
to zero and indexed by the 'U)+ neighborhoods of zero 
in <1\. 

The first part of this rephrasing is obvious; we prove 
the second. Suppose ° E lim (I - flf)cP as t-t -+ 0; then 
by the nature of the indexing set for the convergent 
nets we have that ° E lim (I - flT)cP as fl-+ 0, but 
this is the same as saying there are approximating nets 
lu -+ cP, flu -+ ° such that (I - fluT)lu -+ ° and 
so cP - t-tuTlu -+ ° and cP E I' (T) with A = 00; 

conversely, if cP E I' (T) with A = 00, then the above 
reasoning proceeds backwards to the conclusion ° E lim (I - t-tf)cP as fl -+ O. 

The final version of our definition is the following: 
cP E I (T) and A¥:-oo if and only if cP E (AI - f)-10; 
cP E I (T) and A = 00 if and only if 

cP E lim (I - t-tT)-lO = lim A(AI - f)-la, 
Jl-+O )..-+ ro 

where the limit is taken over convergent nets indexed 
by the 'U)t neighborhood of zero in <1>+. The second 
half of the above contention follows from the fact that 
(limN Qs)-l = limN Qg-1. 

We now define the relations 

-1t;.(T) = (AI - T)-I, 

S",(T) = lim A-1t;,(T), 
.. -+'" 

where the limit is taken over converging nets indexed 
by the 'U)+ neighborhoods of zero in <1>+; Soo(f) is 
therefore closed as is :R;.(T). The relation :H .. is called 
the resolvent relation. 
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We also define 

~ (T) = .'ItiT)O, A:y6 00, 
;. 

~ (T) = S",(T)O 
00 

and call ~). (T) the space of generalized eigenvectors 
with eigenvalue A, or more briefly, the A multiplet of T. 

We have 

~(T) = U ~(T). 
).e([:u{oo} ). 

Just as t/> E ~). (T) is in a certain sense a solution to 
the formal equation Tt/> = At/> , so 'If E :R).t/> and 
'If E Soot/> are in the same sense solutions to the formal 
equations (A - T)'If = t/> and (00 - T)'If = t/>, respec
tively. 

Let us return to the resolvent relations. By a resol
vent of Twe shall mean a family of g-operator versions 
RiT) of:RiT). For useful results we must impose on 
this family enough additional restrictions to recover 
as much as possible the properties of the usual re
solvents of bona-fide operators. Here we consider 
only two such: hermiticity and analyticity. If T has a 
dual T* as a generalized operator, then R;.(T) will be 
said to be Hermitian if there is a resolvent R;.,(T*) of 
T* such that R;.,(T) = R~(T*)*. In addition, we may 
want R;.,(T) to be as analytic in A as possible; this is not 
a well-defined notion here, but vaguely speaking what 
we want is that all other versions with larger domains 
of analyticity be in some sense less useful and also 
that the severity of the singularities at points of non
holomorphy'be as small as possible. These questions 
will be dealt with in greater detail in the next section, 
but here let us see what these requirements suggest for 
our example of the discrete Lee model. 

Let us again assume for simplicity that .1.0, Ak, and 
Pk are real, that Pk :y6 0, that Al < .1.2 < ... < Ak < 
Ak+l < ... , and that this sequence has no finite 
accumulation point. By a straightforward calculation 
we find that for A :y6 Ak , k ;;::: I, 

.'It).'If = { ( oc; . . . , 'If; ~ ~:k , . . -) I oc E C} 
and that for A = Ak , k ~ 1, 

:K).k'lf = {(~~k ; ... , Y, ... , 

'lfm - :: Pm/(Ak - Am)," -) lYE c}, 
where the Y stands in the kth place and m :y6 k. 

Also 

S 00 'If = {( oc; 'If 1 , 'lf2, . . . , 'If", . . .) I OC E c}. 

The g-operator versions of these are 

R;..! = (oc(A)f; ... /k +/~A;:]Pk , ... ) 
A :y6 1,1.;, k;;::: 1, 

(
-fk 

R;.,J = -;:;"" yd, ... , 

fm - fk Pm/(Ak - Am), ... ), k;;::: 1, 
PI.; 

Soof= ('YJf;j~,f2"" ,f"," .), 

where we have 
00 

oc(A)f = oc(A)ofo + ~ OC(A)dk' 
1 

00 

y,J = Ykofo + ~ YI.;Jl , 
1 

00 

'YJf = 'YJofo + ~ 'YJd" 
1 

are all linear functionals on <1>_. 
Imposing Hermiticity now imposes the following 

restrictions which are easily calculated: 

PI.; 
oc(Ah = oc(A)o -- , 

A - AI.; 

oc( .1.)0 = ocO)o; 

-1 -1 PI 
YkO = -, Ykl = - -;---.;- for 1:y6 k, 

Pk PI.; Ak - Al 

Ykk = Ykk; 

'7k =0, k;;:::l, rJo='YJo· 

It is useful to exhibit explicitly the Hermitian 
resolvents: for A :y6 Ak , k ;;::: I, 

(
-J; -1 R (T)= _k .... -

lk " 
Pk Pk 

I. ~ fmPm .) 
X \JO + ~ , _, + YkkJk , ... , 

m_I Ak Am 
m*k 
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where the term involving the infinite sum stands in the 
kth place. 

We are now left with the problem of determining 
the function 1X(A)o subject to the reflection condition 

IXO')o = IX(X)o and also the real numbers Ykk' The 
analyticity properties of RA(T) are determined by 
these choices. Now if IX(A)o is analytic in a domain ~, 
then so is R). except perhaps for the points Ak and the 
point 00. Let us determine under what conditions R). 
is analytic at }, = Ak ; certainly IX(A)o must have a zero 
there,which we may want in any case in order to avoid 
a second-order pole in Rio there; furthermore, 

must be regular there,which implies that the zero must 
be of the form - (11 pD(A - Ak)' In addition we must 
have lim Rk(T) = R)./T) as ,1-+ Ak which determines 
Ykk' It is convenient to look at T(A) = l/a(A), Let us 
for example decide we want R).(T) to be analytic at 
each Ak; then T(A) must have a pole of the form 
- p~/(A - Ak)' Assume in addition that T(A) is analytic 
at all other points. Thus, if L~ p~/(A - Ak ) converges, 
then the most general form of T(A) is 

where E(A) is entire. Further detailed considerations 
will show that E(A) = A + (J, where (J is a real 
constant is especially singled out,and thus T(A) = 
(J + A - L~ pi/(A - Ak)' Likewise, if L~ p!/(A - Ak) 
diverges but the subtracted sum A L~ p!/(A - Ak)Ak 

converges, the same considerations will single out the 
T(A) of the form (J + A - A L~ pi/(A - Ak)Ak • 

Analyticity arguments therefore provide us with 
some of the external reasoning needed to interpret 
infinite sums and to produce the correct subtractions 
when necessary. The relevant eigenvalues are of course 
now determined by the poles in R). ,which in the two 
cases above are located by the conditions 

or 

whichever is appropriate. There are of course other 
possible choices for a(A)o and these may correspond 
to different interpretations of the model. 

G. Elementary Orthogonal Methods 

There is another approach to resolvents that 
complements the multi valued methods of picking a 
restriction of :11). and leads to more stringent results. 
Its application, however, requires an insight into the 
specific properties of a given generalized operator. 

Let T be a generalized operator and suppose <P is a 
direct sum <PI ffi <P2. Then,as was pointed out before, 
we can write T as a matrix 

We now formally compute (A - T)-1 in terms of the 
matrix elements. Let 

P). = (A - T22)-I, 

T). = Tn + TI2P;.T21 , 

Q;. = (A - T;.)-I; 

then one can easily show that 

The actual procedure to follow is to compute p;. 
and Q;. by some method, such as the multivalued 
approach, and to compute T;. and R;. by analytic 
subtractions whenever appropriate. The above pro
cedure, of course, may have been in turn applied to 
computing P). and Q;. themselves so that we can get a 
(possibly infinite) nesting of this method. One can 
exhibit such nestings in terms of certain tree graphs. 
Note that in the above decomposition <PI is distin
guished from <P2 and we express the above decom
position by the graph 

If furthermore Q). were computed by orthogonal 
methods by decomposing <PI into <P11 ffi <P12 with <P11 
distinguished,we would express it by the graph 

<P 

/0~' 
<Pll <1>12 

On the other hand 
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states that P). was computed by orthogonal decom
position of <1>2 into <1>21 EB <1>22 with <1>21 distinguished. 
It is clear now how to construct a graph for a general 
nesting and it should be possible to find rules for 
expressing R)., once the graph is given, in terms of the 
matrix entries such as was done for the simple de
composition above. The above procedure is one that 
is most closely related to the subtraction methods of 
conventional perturbation theory. 

The use of orthogonal methods is of course pre
dicated on the assumption that the direct sum de
compositions of <I> are somehow naturally adapted to 
the generalized operator on hand. 

As an example consider the discrete Lee model and 
let <I> be decomposed as <C ffi <1>2 as in Sec. lIe. We 
then have 

We have 

T12 : Uk} ~-+ ~ pJk' 

T21 : C ~-+ {CPk}' 

T22 : Uk} ~-+ {AJk}' 

P;.:Uk} ~-+ {~}, A ¢ Ak • 
A - Ak 

Let F be any finite-dimensional subspace of <1>-2 and 
let it be generated by the orthonormal set PI), 
P2), ••• ,pSI. Consider T 127TF P;.T21 ; we have 

,y 00 p'/:o pJ~o 
T127TFP;.T21:C ~ C L ! ~..:........:...::.:..-"--

i=lk,l=l A - Ak 

Assume 00 is the only accumulation point of the Ak • 

If F belongs to a cofinal set, then eventually it contains 
any set of the form e1, e2, ... ,eJI' M S N and so 
we have eventually 

T127TFP;.T21:C ~ C 

X (I ~ + 1 I Plfi)PJ~i)); 
k=l A - Ak i=.11+1 k,I=M+1 A - Ak 

and if this is to have a subtracted limit in A ¢ .,1,k , it 
can only be of the form 

C~-+C(!~)' 
A - Ak 

where 

i: ~ = E(A) + ! (!:)nk~ 
A - Ak Ak A - Ak 

and E(A) is entire. If a finite number of subtractions 
are sufficient, then the subtracted sum can be taken 
to be 

where n is taken to be the lowest possible integer and 
P n-l is a polynomial of degree n - 1. If we set 
~(.,1,) = (A - .,1.0 - ! PZ/(.,1, - .,1,k»-l, then we find that 
Q).: C ~ a:(.,1,)c and that a computation of R;, involves 
no further ambiguities and is given by 

We shall obtain the same result by other methods in 
the next chapter. 

H. Remarks 

The discussion in this chapter has been very general 
and it introduces just enough assumptions to be able 
to define the important basic concepts. We are yet to 
determine what additional assumptions are needed to 
insure a successful program. We have made practically 
no topological assumptions concerning <1>_, <1>+, j, 
and T; this is a difficult problem but the following 
remarks are appropriate. 

We have already spoken in Sec. IIA of the possibility 
that for specific applications certain choices of the 
rigging may be more natural than others. Now for the 
multivalued approach to the resolvent we feel it is in a 
sense natural to pick the riggings that exhibit all the 
possible generalized eigenvectors; we make this 
notion understandable by the following examples: 
Let T = (lfi)d/dx on S(IR) c S'(IR); then the only 
generalized eigenvectors are ei ;'." A real; however, in 
going to ~(IR) c ~'(IR) by the procedure of Sec. IIA 
we acquire all the eigenvectors ei ).." A complex. As 
another example let T be multiplication by the 
function x on ~(IR) c ~'(IR). The only eigenvectors 
are b(x - A), A real, but by passing first to S(IR) c 
S'(IR) and then to t;(IR) c t;'(IR), where t;(IR) c 

S(IR) is the Fourier transform of ~(IR) and t;'(IR) is 
the Fourier transform of ~'(IR). we obtain all the 
eigenvectors b(x - A), A complex. Eventually, how
ever, we expect in many cases to get no new further 
eigenvectors. We are reminded here of the regularity 
theorems for differential equations in which the 
introduction of the possibility that the solutions may 
lie in a larger space does not introduce new solutions. 

The existence of an appropriately modified rigged 
Hilbert space which in some sense exhibits all of the 
possible eigenvectors of the original generalized 
operator T in the original rigged Hilbert space <I> must 
of course depend on certain regularity properties of 
the original matrix elements of T and when these 
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properties hold, one should be able to construct these 
natural rigged Hilbert spaces in which to exhibit T. 
We shall then say we have a complete rigging for T. 
What the appropriate regularity conditions are we 
have not determined but for generalized operators 
that arise from physical considerations we can expect 
no unusual pathologies and so these generalized 
operators form a class of examples by which the 
problem can be approached. 

Now one may think originally that by choosing $_ 
and $+ sufficiently well only the physically relevant 
eigenvectors will remain, as it happens for (lji}djdx 
and more generally for the Gel'fand-Vilenkin riggings 
for self-adjoint and unitary bona fide operators. We, 
however, do not expect this to be a feasible program in 
general. It is very hard to see how the subtracted sum 
A L (p2)j(A - Ak)Ak ,which we met in the previous 
section"s,can arise out of an appropriate choice of $_ 
and $+ and appropriate topological restrictions. 
Analyticity provides an insight into this problem. We 
are again reminded of the theory of differential 
operators. Thus even though a solution to a differ
ential eigenvalue problem Lf = Af may correspond to 
the Hilbert space spectrum of L only for certain values 
of A, solutions exist for other values and have certain 
analyticity properties in A. If L is sufficiently well 
behaved, then these analytic properties contain all the 
information needed to recover the Hilbert space 
structure of L. In our case, analyticity has to be im
posed from the outside rather than existing a priori 
because we have allowed ourselves quite a lot of free
dom in using weak topologies and multivalued maps; 
this freedom, however, was necessary to develop an 
elementary function theory that avoids ambiguous 
divergent expressions. In the end, we try to recover 
what we lost by imposing analyticity and other 
assumptions. 

Whenever orthogonal methods are used, then one 
has to be able to choose riggings in such a way that $ 
is appropriately a direct sum of other rigged Hilbert 
spaces. In a way this requirement can run counter to 
looking for complete riggings, as will become more 
apparent later,but is nevertheless a natural procedure. 

Underlying the above procedures is of course the 
view that the analytic structure of the physically 
relevant mathematical objects for the case of infinitely 
many degrees of freedom is somehow similar to the 
analytic structure of similar objects in the theory of 
differential equations. Resolvent theory for generalized 
operators is an attempt to express this view in precise 
terms, and it is the task of the next chapter to develop 
these ideas in greater detail for the case of symmetric 
generalized operators. 

III. RESOLVENT THEORY FOR SYMMETRIC 
GENERALIZED OPERATORS 

Let T be a symmetric generalized operator on a 
rigged Hilbert space $. We shall here try to obtain 
insight into the structure of T by two methods. The 
first of these is to look for g-operator versions R;.(T) c 

.'/tA(T) and S(j)(T) c 8",(1') which satisfy certain 
conditions to be listed below. These conditions 
should be considered as merely attempts and a given 
resolvent mayor may not satisfy them or else satisfy 
them only partially. For reasons to become clear later 
we shall not endeavor to prove under what hypotheses 
these conditions can be met; furthermore, certain 
parts of this chapter will invoke extra mathematical 
reasoning based on notions current in existing physical 
theories. What this method provides us with is a 
sieve by which we try to isolate the intrinsic structural 
properties of T from the ambiguities inherent in the 
multivalued approach of the previous section. 
Unfortunately, the sieve is too coarse to deal effectively 
with many problems but we have good reasons to 
believe that a refinement of these methods together 
with other approaches will soon provide tools for 
dealing with such problems. 

The second approach is to use orthogonal methods 
as outlined in Sec. IIG. Of course this approach must 
use a decomposition of the rigged Hilbert space and 
directed sets of finite-dimensional subspaces of $_ 
that are somehow specifically adapted to T. We have 
not developed a theory of such relationships but will 
use what seems appropriate in a given situation. 

A. Mathematical Renormalization 

Let K be a positive generalized operator; then one 
can introduce a Hilbert space H K which consists of the 
equivalence classes of K-Cauchy sequences of elements 
of $_. Namely, a sequence UT.} c $_ is called 
K-Cauchy if for any E > 0 there is an N such that 
n, m 2 N implies <In - 1m' K(f", - fm) < E. Two 
such sequences Un} and {gn} are K-equivalent Un}Jr{gn} 
iflim <fn - gn' K(fn - gn) = 0 as n --+ 00. The linear 
operations AUn} = {Afn} and Un} + {gn} = Un + g,,} 
do not conflict with the introduction of K equivalence 
and so the set of equivalence classes for!lls a well
defined linear space. The introduction of the inner 
product ({/n}, {gn})K = lim (/n, Kgn> as n --+ 00 is 
also well-defined and makes the set of equivalence 
classes of K-Cauchy sequences into a Hilbert space. 

There is a canonical linear map ~K:<l>_ --+ HK 
which assigns to f E <l> _ the constant sequence ~Kf = 
U,f,f, ... }. The map ~K is not necessarily an inclu
sion,for we may have ~Kf = 0, that is,(f, Kf) = O. 
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The subspace ~Kcp- c HK is clearly dense for 
{fn} = lim ~Kfn as n -- 00. 

Let now J ~ K ~ 0 be two positive generalized 
operators. We see that every J-Cauchy sequence is 
also K-Cauchy and if {fn};{gn}, then also {fn}i{-{gn}. 
Thus, there is a map PKJ:Hr--+HK which takes 
{fn) E HJ to PKJ{fn} = {fn} E HK ; PKJ thus does 
nothing to the elements of the sequence but it re
interprets it in a different Hilbert space. We obviously 
have PKJ~J = ~K and if J ~ K ~ L ~ 0, then we 
have PLKPKJ = PLJ' Furthermore,we have 

IIpKJ~Jfll~ = II~Kflli 
= <I, Kf) ~ <I, Jf) = II~Jfll~, 

from which we can conclude that II PKJ II ~ I. 
Introduce now the sesquilinear form h, k~

(PKJh, PKJk)K on H J ; we have 

I(PKJh, PKJk)KI ~ IlpKJhll K IlpKJkll K ~ IlhllJ IlkllJ 

and by a standard theorem we conclude that there is a 
bounded operator KJ in H J such that 

(PIUh, PKJk)K = (h, KJkh. 

From this we deduce that 

o ~ (h, KJh)J = IlpKJhlli ~ Ilhll~ 
so that 0 ~ KJ ~ I. We likewise have 

(h, KJkh = (PKJh, PKJk)K = (h, P;aPluk)J 

so that 

* K J = PKJPKJ' 

Define now the map rJK:~KCP- -HJ by 

rJK~Kf= (KJ)!~Jf 
We have 

IIK~~J!II~ = (K~~JJ, K~~Jf)J 
= (~Jf, KJ~Jfh 

= (pKJ~Jf, PKJ~Jf)K 

= (~KJ, ~Kf) = II~Kfll~(", 

so that r J K is well defined and is in fact an isometry. 
By continuity we can extend rJK to an isometry, 
again called r J K' between H K and the closure of the 
range of KJ: 

rJK:HK ~ range(K~) c HJ . 
Now 

Ilr JKPKJ~J!II~ = IIr JK~K!II~ = IIK~AJfII~ 
and we have 

Of particular interest is the case when KJ is an 
orthogonal projection, which we shall denote by QKJ' 
If this be the case, we say that J ~ K is a projectil'e 
pair. We then have Kj: = QJu = QKJ = KJ and so 
rn[PKJ = pjUPKJ; but this implies that 

r JKPKJ~Jf = P;uPKJ~Jf or r JK~Kf = p~J~Kf 
and we have thatfor a projectit'e pair 

Furthermore, 
* rJK=PKJ' 

IlpKJP~J~Kflli = IlpKJr JK~Kfll~ 
= IlpKJQ~J~Jfll~ 
= IIQKJ~Jfll~ = II~Kflli 

and we have for a projectit'e pair 

* PKJPKJ = lK' 

Suppose now J ~ K ~ L ~ 0 and the pairs 
J ~ K and K ~ L are projective. We first show that 
J ~ L is also projective. Indeed we have PLKPKJ = 
PLJ and so 

L * * * L . J = PLJPLJ = PKJPLKPLKPKJ = PKJ KPKJ' 
consequently, 

2 * * L J = PKJLKPKJPKJLKPKJ 

= piuLKIKLKPKJ = /;ULKPKJ = L J , 

proving that LJ is a projection. By taking adjoints in 
the equality PLKPKJ = PLJ we now find the impor
tant transitivity relation 

r JKrKL = rJL' 

We now prove a few simple results which we dignify 
to the status of lemmas for convenient future referral. 

Lemma 1,' Let L; ~ 0, i = I, 2, ... be a countable 
family of positive generalized operators such that the 
weak sum L = "I Li exists;then "I (Li)L = I, where 
the sum is strong. 

Proof' For f, g E cp _ we have 

(~Lg, ~Lf)L = (g, Lf) = "I (g, L;j) 

= "I (~Lig, ~LJhi 
= "I (~~, (L;h~Lf)L 

and so on ~Lcp- we have the weak sum "I (L;)L = 1. 
Since 0 ~ (L;)L ~ I, we have that any partial sum 
"If (Lihispositiveandso,on~LCP_, 0 ~ "If (Lih ~ 
I and so by continuity 0 ~ "If (L;)L ~ 1 on H L; the 
partial sums are therefore uniformly bounded in norm 
and we conclude that "I (L;h = 1 weakly on all of H L . 
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To show that the sum is strong,we invoke the result of 
Hilbert space theory that a bounded converging weak 
sum of positive operators in fact converges strongly 
to the same limit. 

Lemma 2: If on a Hilbert space H,we have 1 = 2 Pi , 
where Pi , i = 1, 2, ... , are orthogonal projections; 
then PiPj = 0 for i ¢ j, that is ,we have an orthog
onal decomposition of 1. 

Proof: For h E PiH we have h = Pih + 2i#i Pjh or 
2j#i Pjh = O;but each P j is positive, so we have 

0::; (h, Pih) = - (\~.tkh) ::; 0; 

so Pi' = O,showing that PjPi = 0 for j ~ i. 

Combining the above two lemmas,we have imme
diately: 

Lemma 3: Let Li ~ i = 1,2, ... be a countable 
family of positive generalized operators such that the 
weak sum L = 2 Li exists and such that each pair 
L ~ Li is projective; then the sum 1 = 2 (Lih. is an 
orthogonal decomposition of 1 • 

Lemma 4: Let Li ~ 0 i = 1,2, ... be a countable 
family of generalized operators such that the weak 
sum L = 2 Li exists. Introduce the sesquilinear forms 
Si(h, k) on HL by S;(h, k) = (PL;Lh, PL;Lkh; = 
(h, (Lihk)L and let Si(h) = Si(h, h) be the corre
sponding quadraticforms. Let Ni = {h E HL I Si(h) = 
O}; we call Ni the subspace of H L degenerate with 
respect to Li . We now claim that (Li)L are all orthog
onal projections if and only if the subspaces Nt form 
an orthogonal decomposition of H L . 

Proof: The necessity was already established in 
Lemma 3 since if (Li)L are all projections, then 
1 = 2 (L;)L is an orthogonal decomposition and 
Nt = (Li)LHL · 

To prove sufficiency,let HL = EB Nt be on orthog
onal decomposition and let 7Ti be the projection onto 
Nt. Then 

Si(h, k) = Si(h, 7Tik + (1 - 7Ti)k) 

= S;(h, 7Tik) + Si(h, (I - 7Ti)k) 

but by the Schwartz inequality 

ISi(h, (1 - 7Ti)k)12 ::; Si(h)S;«(l - 7T;)k) = 0 

since (1 - 7Ti)k E N i . Therefore Si(h, k) = Si(h, 7Tik). 
Now by Lemma 1, (h, k)L = 2 Sj(h, k) so we have 
(h,7Tikh = 2j Sj(h, 7Tik) but,for j ~ i, Sj(h,7Tik) = 
Sj(h, 7Tj7Tik) = 0 since 7Tj7Ti = 0 by assumption. Thus 

(h,7Tik) = Si(h, 7Tik) = Si(h, k) = (h, (Li)Lkh and 
we have (Lih = 7Ti an orthogonal projection. 

A corollary to Lemma 4 is the following lemma: 

Lemma 5: Let J ~ K ~ 0 be positive generalized 
operators; let SK(h) = (h, KJh); and let NK = 
{h E H J I S K(h) = O}. We claim that KJ is a projection 
if and only if for fE Nit we have SK(f) = 11/11). 

Proof: We have J = (J - K) + K and J - K ~ 0, 
K ~ 0, so by Lemma 1 KJ is a projection if and only 
if (J - K)J is. Thus, by Lemma 4 H J = Nit 8j 

NJ_K and so if fE Nit, then SJ-K(f) = 0 and 
11/11) = SK(f) + SJ-K(f) = SK(f). 

Now let A be a directed set and {J"'}IXEA a family of 
positive generalized operators such that for P ~ IX, 

Jp ~ Ja.' and the pair is projective. Such a family we 
shall call a projective net. For the sake of notational 
ease we shall use just the symbol IX as a subscript where 
otherwise we would have used the symbol J" . 

Introduce now the family of rigged Hilbert spaces 
<1>", = (H"" H", ida.); then it is readily apparent that 
by defining k_p", = rpo. = k+p" we have an inductive 
family of rigged Hilbert spaces. Let'Y = ... lim <1>" be 
the inductive limit of the family {<I>,,} and likewise let 
!:l. = ... lim!:l.a. be the inductive limit of the family of 
maps !:l." : <I> _ - <1>+", = H".. The maps !:l.a. and !:l. will be 
called dressing transformations. 

Define the canonical conclusion k,,: H" - 'Yo by the 
composition of canonical inclusions j_k_,,: <I> -a. = 
H",-'Y_-'Yo. We have kprp" = k". The inclusion 
ka. is an isometry for 

IIka.h",\\2 = (k_"h",jk_"h,,) = IIh"lI! 
by inductive limit theory. Thus, each H" can be identi
fied as a closed subspace of 'Yo; let Ea. be the orthog
onal projection in 'Yo onto this subspace. 

The rigged Hilbert space'Y is called the renormalized 
rigged Hilbert space; the elements of 'Yo are called the 
renormalized vectors, and the elements of 'Y + are called 
the dressed vectors. 

The family {Ea.} is called the renormalized projective 
net. 

Now let A be a a ring of subsets of some set X and 
suppose A is generated by a subring AO. We do not 
assume AO is necessarily a a ring. By a complex 
measure fl. on A, finite on AO, we mean a complex 
combination fl. = m+ - m_ + i(n+ - n_) of finite 
positive measures m+, m_, n+, and n_ on AO. By 
standard measure theory we can extend the four finite 
positive measures to A but on A they need not be 
finite. We set 1fl.1 = m+ + m_ + n+ + n_. 
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If J is a map assigning to each A E.7I;° a generalized 
operator J(A), then we say that J is a generalized 
operator-valued measure on ,·t finite on .71;0 if every 
matrix element is a complex measure on .71; finite on .71;0. 

Namely we require that for all f, g E <1>_ the corre
spondence A ~--+ <f, J(A)g) , A E .7I;o,define a complex 
combination of finite positive measures. 

If J is as above, then we say that J is a generalized 
spectral measure on .4: if in addition J is first positive 
on .71;0, J(A) ~ ° for A E.4:o, and if, secondly, when
ever A, BE AO, and A :::> B the pair J(A) ~ J(B) is 
projective. 

We note that.7l;° is a directed set so that a generalized 
spectral measure on .4; is in fact a projective net. We 
therefore have the renormalized rigged Hilbert space 'Y 
and the renormalized projective net {EA}Ae.4:0. The 
main result of this section is the following: 

Theorem 1: There exists a unique spectral measure 
A ~--+ E(A) on .71; which extends the renormalized 
projective net A ~--+ EA on AO. That is,E(A) = EA 
for A E .71;0 and furthermore: 

(SMI) E is (f additive on A; 
(SM2) if A, BE.7I;, then E(A)E(B) = E (A n B); 

(SM3) SUPAEA: E(A) = I. 

Proof" Since.7l;° is a generating subring for .7I;,then by 
standard extension theorems12 we need only prove 
(SMI)-(SM3) on .71;0. To do so, we need to transfer 
results from some Hs to 'Yo; we make use of the fact 
that for Sand T E AO the maps ks and rST are 
isometries and that kSrST = k T . 

Thus, let Ak E.7I;° be a disjoint sequence of sets and 
assume A = U Ak E .71;0. Then we have J(A) = 
2 J(A k ) by hypothesis and by Lemma I we have, 
therefore, that in HA , I = I QAkA;but by the above 
remarks this implies that EA = I EAk and since A, 
Ak E.7I;° we have E(A) = I E(Ak) and so E is (] 
additive on .71;0. 

Suppose now that A, BE .7I;°jthen since A u B = 
(A\B) U (A n B) U (B\A) is a disjoint union,we have 
by hypothesis and by Lemma I that in HAuB , 

QAIB,Aun + QAr.n,AuB + QBIA,AUB = I 

and similarly 
QAIB,AUB + QB,AUB = 1, 

QB\A,AUR + QA,AUB = I, 

so 

QB.AunQA,AuB = (1 - QAIB,AUR)(l - QBIA.AUB) 

= I - QAIB.AUB - QBIA.AUB 

since QAIB,AuBQBIA,AuB = ° by Lemma 3 and the 

first equation. By the first equation again we have 

QA,AunQB.AUlJ = QAr.n.AuB' 

which implies that 

EAEn = EAr.B 

and since all three sets A, B, and A n B are in .7I;o,we 
have E(A)E(B) = E (A n B) on 07't:0. 

Finally suppose h 1. sUPAe.4: E(A)'Yo and h:F 0; 
then there is an/E'Y _ such that Ilf - hll < II/II; but 
/E kAHA for some A E.7I;° and so Ilfll = IIE(A)/II = 

II E(A)(f - h) II ~ Ilf - hll < II/II, which is a contra
diction; thus h = ° and (SM3) is true. 

The spectral measure E we shall call the renormalized 
spectral measure. 

Finally a last mathematical notion: By a Hilbert 
space with indefinite metric we shall mean a Hilbert 
space together with a symmetric bounded operator 1] 

whose spectrum is contained in the points ± 1. We 
define (j, g)q = (f, 1]g). By a rigged Hilbert space 
with indefinite metric we shall mean a rigged Hilbert 
space <I> in which <1>0 is a Hilbert space with indefinite 
metric. 

B. The Resolvent Conditions 

We now list the conditions on R;., and Soc; by which 
we hope to gain insight into the properties of T. 

Condition 1 (Hermiticity): This condition was 
introduced in the last section and for symmetric 
generalized operators this now reads 

R;.,(T)* = RA(T). 

This equation really makes sense only if the domain 
of R;.,(T) is <I>_ihowever,the domain can be forced to 
be smaller. Let 0;., c: <1>_ be the domain of R;.,; then 
our condition is 

(g, R;.,CT)f) = (f, RA(T)g) 

for all / E 0)" g E 0 A' This condition reduces to the 
above one in case 0;., = <1>_ = 0 A• 

Condition 2 (Analyticity): This is a heuristic require
ment. We should pick the domain of analyticity so 
that any version with a larger domain is somehow 
not as interesting and furthermore we should endeavor 
to have the severity of the singularities in R;., be as 
mild as possible. For example, we could endeavor to 
have analyticity everywhere off the real axis or off the 
real axis in a neighborhood thereof. 

Condition 3 (Positivity): We assume we have 
analyticity off the real axis in a neighborhood thereof. 
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Let the imaginary part 1m R). of R). be defined as 
(Ij2i)[R;.(T) - R;.(T)*]. We now require that there 
be a neighborhood of the real singular points of R). 
such that for A in the open upper half-plane and within 
this neighborhood 1m R;. be a negative generalized 
operator. 

For bona fide operators 1m R). is negative in the 
entire open upper half-plane but we cannot expect this 
for generalized operators. The truth of positivity for 
bona fide operators follows from the equation 

I R - I J E(dx) m ).- m --
A-X 

=J (-1m A)E(dx) = -1m AJ E(dx) 
IA - xl 2 IA - xl 2 

' 

which is negative for 1m A > O. 

Condition 4 (The measure condition): The intuitive 
statement of this condition is that the imaginary part 
of R).(T) along the real axis should be a generalized 
operator-valued measure. 

We assume we have analyticity off the real axis in a 
neighborhood thereof. If I is a continuous positive 
real-valued function of compact support on IR, 
then there is a real number f =;I: 0 such that the set 
supp (I) + if lies within the holomorphy domain of 
R;.(T). In this case we can construct the integral 

J.(1) = - ~ JIm R'x:+i.(T)l(x) dx 

and, again by analyticity, the matrix elements of 
J.(l) define complex-valued measures flf,g,.(dx) such 
that 

J flf,g,.(dx)l(x) = (f, J.(I)g) 

= - ~ J(f, 1m RiHi.g)l(x) dx, 

f,gE<P_. 

This measure of course has to be thought of as being 
concentrated within the set of points x such that x + 
if is within the holomorphy domain of R). and by 
assumption,if f is small enough, this set contains an 
arbitrary finite interval. The function I must of course 
have its support within this interval. 

Consider now the measures Iflu,.1 (dx)jthen if 

l!~ JIflt.g,.1 (dx)l(x) 

exists for all I, g E <P_,we have that lim J.(/) as f! 0 
exists and we call this limit J(I). 

The measure condition is now the following: We 
assume there is a (j ring .:It: of subsets of IR with a gener
ating subring AU of open sets and a generalized 
operator-valued measure J(dx) on A finite on AO such 
that whenever J(l)existslis measurable with respect to 
A and 

J J(dx)l(x) = J(I), 

Instead of the resolvent R). we could have applied 
the same reasoning to a function !x(A) analytic off the 
real axis in a neighborhood thereof to arrive at the 
notion of !x(A) satisfying the measure condition. In 
this case there i~ no need to take matrix elements and 
we would have therefore introduced the complex 
measure fl. by fl.(dx) = -(1/1T) 1m !X(x + if) dx. 
The measure whose existence is asserted by the meas
ure condition we shall call fl(!X, dx). 

An example ofa function satisfying neither positivity 
nor the measure condition is I/A2. 

Condition 5 (Projectivity): Assume the measure 
condition is satisfied and assume further that there is a 
C E A such that if we define Ac = {A E A I A C C} = 
A n C and A~ = {A E AO I A C C}, then A~ is a 
generating subring of Ac and the measure J is positive 
on Ac. Projectivity now requires that J be a general
ized spectral measure on Ac; that is,if A, B E A~ , and 
A ~ B, then J(A) ~ J(B) must be a projective pair. 
If this is satisfied, then we say we have projectivity 
on C. 

If C is as above except that J is negative on Ac , 
then by working with -J we could again impose 
projectivity and we shall still say that J is projective 
on C. 

Projectivity is a generalization of the notion of 
orthonormal decomposition. We now introduce 
another generalization which should be closely related 
to projectivity through the exact relationship we do 
not know at present. 

Condition 6 (Decomposability): Assume we have a 
measurable space (Z, 3), where 3 is a (f ring of subsets 
of Z, which in addition carries two further structures: 
a real measurable function Z - A(Z) and a weakly 
measurable function Z ~-+ "P. E 2 (T) such that "P. E 

1).(.) (T). What we mean for "P. to be weakly measur
able is that all the functions of the form Z - <I, 1Jl.) 
for 1 E <P _ are measurable. This situation corresponds 
to the familiar practice in elementary quantum 
mechanics of introducing "auxiliary variables" into 
eigenvectors for the space {z I A(Z) = A}, where A is 
real is the space of auxiliary variables for eigenvalue A. 
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Now let ft be a real measure on Z and consider the 
generalized operator-valued measure K(dz) given by 

K(dz) = 11f2>(1fzl ftCdz). 

We assume now that R;. satisfies the measure 
condition. 

The condition of decomposability is now the follow
ing: there exist appropriate (Z,3), A(z), 1fz' and 
ft(dz) such that for A E AO 

J(A) = r K(dz) = r l1fz)(1fz lft(dz). 
J {;.<z)eA} JU.<z)eA} 

If the above is true as for projectivity only for 
A E A~ = {A E AO I A c C E A}, then we say we have 
decomposability on C. 

Let us discuss the two conditions of projectivity 
and decomposability. Both of these conditions allow 
us to reinterpret T as a bona fide operator in a new 
Hilbert space. 

In the first place, assume we have projectivity on 
C E A with J a positive measure on Ao. Then we can 
construct the renormalized rigged Hilbert space 
'I" a = .... lim <I> A' where A E A~. The measure J then 
becomes renormalized to a bona fide spectral measure 
E on C and we define T RiC to be the operator 
fa AE(dA) and call it the renormalized Tin C. 

If J were negative on C, then using -J we again 
repeat the above construction and keep the same 
designations. 

Now let C = C1 U C2 be a disjoint union of Ci E A 
such that J is projective on each one and is positive on 
the first and negative on the second. We can now 
introduce 'I" a = 'I" 0

1 
EB 'I" O

2
, which again obviously 

carries a spectral measure E on C and defines a 
bona fide operator TR I C. In this case,however, we 
make 'I" a into a rigged Hilbert space with indefinite 
metric 1) by defining 1)(hl EB h2) = hI EB C -h2). The 
spectral measure E is a spectral measure in the sense of 
spectral measures with indefinite metric; that is, we 
have (j, E(A)g)q = (E(A)!, g)q ,which follows from 
the fact that 1) commutes with E. 

If we have projectivity on all of IR with J positive, 
we say that T is renormalizable and we define the 
renormalized T, T R to be T R I IR as defined above. 

Suppose now that R). is decomposable on C E A, 
and let (Zo, 3) be the appropriate measure space. We 
can now introduce the Hilbert space V(Zo, Iftl (dz» 
which will be called the space of renormalized vectors. 
The dressing transformation !l.o will be defined as the 
map which to every f E <1>_ assigns the complex valued 

function z ~~ <I, 1fz) on Zo. This function is of 
course not necessarily square integrable. One may 

like to construct a rigging '1"_0 c V(Zc, Iftl (dz» c 

'I" +0 such that !l.o<l> _ c 'I" +0 but there is no canonical 
way to do this. 

We can now introduce the spectral measure F on 
Zo in V(Zc) by setting (F( W)h)(z) = Xw(z)h(z) for 
hE V and WE 3. We can likewise introduce the 
spectral measure E on C in V(Ze) by E(A) = 
F({z I A(z) E A}). This will be called the renormalized 
spectral measure of T on C and we define Tu I C = 
fa AE(dA),which we call the renormalized Tin C. 

One finally makes the Hilbert space V(Zd into a 
Hilbert space with indefinite metric by defining rj to be 
multiplication by the Radon-':Nikodym derivative 
dft/d Iftl ,which as is clear takes on the values ± I 
almost everywhere. Since F commutes with rj, we see 
that F, and subsequently E, are in fact spectral 
measures in the sense of Hilbert spaces with indefinite 
metric.13 

Condition 7 (Well dressing): This condition concerns 
the dressing transformation !l.. As we shall see from 
the heuristic discussion below, !l. can be thought of 
as a solution to the formal problem of finding a 
transformation that intertwines T Rand T; that is, 
T R!l. = !l.T. This equation is purely formal since !l.T 
is not defilled,for iff E <I> _,then Tf is not necessarily 
in <1>_, the domain of !l.. We want to make this 
formal consideration closer to the truth. More 
generally,if!l. formally intertwines T Rand T, then one 
could also consider it to formally intertwine E and J, 
or 1/(.1. - TR ) and R).(T) or any other such pair. 
Let us work with E and J to state the condition and 
then for any other pair the situation is entirely 
similar. Formally, we have E(A)!l. = !l.J(A) or 
E(A) = !l.J(A)!l.-I; we now want to use elementary 
function theory to interpret this equation. To do so, 
we consider each of E(A), J(A), and !l. as a linear 
relation between some appropriate spaces and then 
take an interpretation of the formal equation. The 
loosest sense of the formal equation is to consider 
E(A) E M('I" +), J(A) E M(<I> +), and !l. E M(<I> +, 'I" +) 
and require 

E(A) C ~J(A)~-1~J(A)~-1. 

However, one can take less loose interpretation such 
as not taking the closure of J(A) in the above ex pres
siOli or even simply looking at ~J(A)~-I, which may 
make sense. Alternatively, one could consider !l. to be 
an element of M(<I> _, 'Y +) rather than M(<I> +, 'Y +). 

In any case, if in some of the above senses the 
formal equation holds, then we say that J is well 
dressed. In practice one can start with the loosest 



                                                                                                                                    

GENERALIZED OPERATORS 3457 

interpretation and then try to make it more stringent 
to see whether the choice of R). is in this way narrowed 
down but still interesting. Had we instead used the 
pair 1/(.1. - T R) and R).,then similar conditions would 
have defined the notion of R). being well dressed, and 
so forth. 

The use of the pair I/O - Tu) and R). can be more 
advantageous since one can use analytic subtraction 
methods on it, in which case it is better to use the 
formal equation in the form [l/(}. - TR)]~ = ~R).. 
Now the left-hand side is often well defined already, 
for TIl is often concretely a multiplication operator 
and thus can be extended to 'Y + without much ambi
guity. On the other hand ~R;., in general, needs a 
subtracted interpretation which most often can be 
taken in the form limFe.1" ~TTFR). + PF(A). 

To clarify the terms dressed l'ector and renormalized 
vector, we consider a decomposable resolvent and the 
corresponding function z ~--+ '!fJz. The function z~--+ 

<I, '!fJz) is heuristically the decomposition of 1 with 
respect to a "complete orthonormal set"; however, 
the set of generalized vectors {'If'z} is orthonormal only 
by fiat since, in general, the '!fJz will not lie in <1>0 the 
"bare" Hilbert space nor is the inner product in <1>0 
the appropriate one to exhibit the structure of T. The 
resolvent is used here to determine which particular 
set of generalized vectors it is appropriate to make 
orthonormal by fiat and this is done by requiring 
K({A(z) E An = leA). Now since '!fJz E I).(z) (T), we 
have the formal equation T'!fJ. = A(z)'If'z and so ~TI 
is formally the function 

Z ---+ (Tf, '!fJz) = (I, T'!fJz) = A(z)(/, '!fJz) = (T R~f)(Z) 

since T R is the operator of multiplication by the 
function z ~--+ A(z). Thus ~ is indeed formally a 
dressing transformation. 

Consider now a function h E V(Z, l,ul)jthen it need 
not be of the form ~/for/E <I>_;however,formally it is 
of the form ~c/> for c/> E <1>+. Let 

c/> = f 'If'zh(z) l,ul (dz); 

then formally 

(~c/»(z) = f \'If'w'lf'.)h(w) l,ul (dw) = h(z) 

since by the by fiOat orthonormalization procedure 

('!fJw, '!fJz) should be a reproducing kernel with respect 

to l,ul (dw). The inner product ('!fJw, '!fJz) is not defined 
and when expressed concretely in any given concrete 
rigged Hilbert space will involve meaningless divergent 
expressions. By a formal "renormalization" of these 
divergent expressions one can then consider h as a 

"renormalized" version of c/> -hence the name re
normalized vector. The name is appropriate from 
another point of view,for in the projective case the 
states in 'Yo arise via the process of introducing new 
pseudonorms on <1>_, namely 1 ~ 11~ .. dIIA' 

What the above processes of renormalization have 
to do with the physical renormalization program is 
not here clear since the former are mathematical 
notions whereas the latter embodies many physical 
ideas; however, we feel that part of the physical 
renormalization program is embodied in the mathe
matical methods exhibited above. 

Condition 8 (Nondegeneracy): This is a somewhat 
ad hoc condition and it requires that RJ = 0 imply 
1 = 0 for all points of holomorphy of R).. For 
bona fide operators this is true since R). is the bounded 
inverse of an operator at all regular points. 

Condition 9 (Ray limit): This condition is also 
somewhat ad hoc and it is based on the following 
observation concerning a self-adjoint bona fide opera
tor A. The resolvent of A is given in terms of the 
spectral measure E by the integral 

R). =f E(dx) . 
A-X 

We note that 

1'1 i6R ° -f [1 - (xe
i6

/1AI)]E(dx) 
A e 1).10'6-

[cos () - (x/IAIW + sin2 
() 

has, when () -:;!: 0, TT and 1,1.1 --+ 00, the weak limit 
S E(dx) = 1. 

Our condition now is that along the rays IAlei6 () -:;!: 0, 
TT,which eventually,as 1,1.1--+ oo,enter the holomorphy 
domain of R).,we have 

lim AR;.(T) = S,,/T), 
1).1 .... '" 

where S", is a symmetric g-operator version of S", 
picked independently of the rays used in the limit 
above. Certain of these versions may be more natural 
than others, but as will be seen from the examples,even 
if j c S""it is not always useful to pick this version; 
however, we could require that j be a version of S"" 
in which case if the ray limit holds for such an S", we 
say we have a normal ray limit. 

Having constructed the renormalized rigged Hilbert 
space 'Y, there arises the question of how one is to 
interpret physical processes within it. This question is 
complicated by the fact that the by-fiat procedure of 
orthonormalization deOstroys the detailed concrete 
structure of the generalized vectors '!fJ. and it is this 
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structure that carries any additional physical informa
tion. This question will be looked into in the next 
section on several operators since often physical 
information is carried by a set of generalized operators 
rather than by a single one. For now we examine only 
single operators. 

In the examples that follow we shall in the multi
valued approach endeavor to pick resolvents satisfying 
all of the following conditions: 

(1) hermiticity; 
(2) analyticity; 
(3) positivity with measure condition on rR with A 

being the (j algebra 33 of Borel subsets of rR ; 
(4) projectivity on rR or decomposability in some 

sense; 
(5) well dressing of R;. in some sense; 
(6) nondegeneracy; 
(7) normal ray limit. 

We cannot hope to satisfy all of the above conditions 
in all cases but the obstruction to satisfying them 
should lead to important insights into the differences 
between bona fide and generalized operators. 

We shall also apply orthogonal methods to supple
ment the multivalued approach. To be effective, we 
must at times nest the· approach, that is,apply orthog
onal methods to the calculation of Q;. and p;.. This 
nesting can continue indefinitely, thus arriving at 
something resembling an infinite continued fraction 
expansion of the resolvent. The combinatorial 
problems involved in such expansions are formidable 
and so we shall pursue only simple situations. 

At various points in the following we shall refer to 
the intrinsic structural properties of T. This is not a 
well-defined notion but we mean by it the following: 
Since our approach is inductive and combines both 
mathematical and physical reasoning, any result we 
obtain is influenced by both a yet to be discovered 
mathematical theory and by a physical interpretation. 
Some of the results should,however,be less contami
nated by extramathematical ideas than others and thus 
should appear in a cogent form in a proper deductive 
theory. At the moment,however,we can recognize such 
results only by an insight and when we feel we have 
such a result,we shall refer to it as an intrinsic struc
tural property. 

c. Examples 

Example 15: Consider first the simple case of 
multiplication by the 15 distribution on '1)(rR) c 
'1)' (rR), 

(Tf)(x) = f(x)15(x) = f(O)15(x). 

If T E '1)'(IR), we can have f - T in the sense of 
distributions in such a way that f(O) approaches any 

complex number; thus we have 

TT = {O(b(x) I 0( E C} for T E'1)', 

and we find 

}.:;I= O:.'R;.T = g T + O(15(x) 10( E C}, 
}. = O:.'RoT = '1)' if T = O(15(x), (1. E C, 

= cp otherwise, 

SooT = {T + O(15(x) I (1. E C}. 

The Hermitian g-operator versions are easily 
computed to be 

}. :;1= 0: R;.f = 1 f + O«}.)f(O)15(x) where O«}.) = 0«1), 

}. = 0: Rof = cp if f:;l= 0, 

= 0 if f= 0, 

Soof = f + fJf(O)b(x), fJ real. 

Imposing analyticity, we require O«}.) to be real 
analytic with singularities on the real axis. We have 

1m }. 
1m R;.f = - TAr f + 1m O«}.)f(O)15(x) 

and for 1m RJ. to be negative for 1m}. > 0 in a 
neighborhood of the singularities we must have 
1m 0«A-) =:;; 0 for 1m}. > 0 and in a neighborhood of 
the singularities. 

By the measure condition with .it = 33 and posi
tivity we have 

J(A)f = XA(O)f + fJ,(0(, A)f(O)15(x), 

where fJ,(0(, A) ~ O. 
There are thus four possibilities for H A: 
(1) XA(O) = 0,fJ,«(1., A) =OihenceHA = {O},~Af= 

0; 
(2) XA{U) = U,fJ,(O(, A) >O;henceHA = C, Ilcll~ = 

fJ,(0(, A) 1c1 2
, and ~Aj= j(O); 

(3) XA(O) = 1,fJ,(0(, A) =OihenceHA = V(rR, dx), 
Ilhll~ = Ilhlll., and ~Aj = j; 

(4) XA(O) = 1, fJ,(0(, A) > O;herice 

HA = V(rR, dx) G:;l C, 

Ilh G:;l cll~ = Ilhlll. + fJ,(0(, A) Ic1 2
, 

and ~Af= fG:;lf(O). 
We see that by projectivity it is impossible for there 

to be two disjoint sets Al and A2 such that fJ,(0(, AI) > 
o and /-leO(, A2) > O. In that case, HAl will have a 
direct summand of the form C with the norm squared 
/-l(0(,AI )I·1 2 ,and HAlUAz will also have a direct 
summand of the form C with norm squared 

[fJ,(0(, AI) + fJ,(0(, A2)] 1.1 2. 
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Regardless of whether we have a direct summand of 
the form V(fR , dx1the space HAl UA2 has no degenerate 
subspace with respect to J(Al) and so by Lemma 5 we 
must have I16.AJII3tl = I16.AluAdll~lUA2Iwhich con
tradicts the hypothesis. 

Thus, ex(A) must have only a single simple pole on 
the real axis: 

ex(A) = E(A) + ~ , 
A - Ao 

where E(A) is entire and Po ~ 0 by positivity. The 
normal ray limit implies E(A) = 0 and Po = p. 

For P = 0 we find that 

'1'_ ='1'0 ='1'+ = V(fR,dx), 6.f=f, 

and E(A) = XA(O)I. For P > 0, we find that 

'1'_ ='1'0 ='1'+ = V(fR,dx)EB C 

with li'I\~ = 11'1112 + P 1'1 2 and 6.f = fEB f(O). The 
renormalized spectral measure is 

where P£2 and Pc are the canonical projections onto 
the respective direct summands. 

The case P = 0 is not interesting since E is the 
spectral measure of the zero operator in V. We do 
not consider this case further. 

For P > 0, E is the spectral measure of AoP c and 
thus T is reinterpreted as Ao times the projection onto 
the subspace generated by 0 EB I/JP. This is con
sistent with the formal picture of T I for formally 
(T2f)(x) = b(O)f(O)b(x) = b(O)(Tf)(x) and so P = 
b(O)T and T is b(O) times the projection onto the 
subspace generated by the b function. We have 
"renormalized" b(O) to Ao and made the b function a 
new discrete state of norm II J p. 

The above resolvent is decomposable J for let 
Z = N V fR be the disjoint union of the set of 
integers N = {I, 2, 3,"'} and the real line fR; let 
3 = the a algebra of all subsets of Z. Let 

let 

A(Z)=O for z=nEN, 

= A for z = A E fR; 

'ljJz = 'ljJn for z = n EN, where 'ljJn is some 
orthonormal set in P(fR, dx), 

= b(x) for z = A E fR; 

and finally let 

fl(L) = the number of points in L for LeN 

= PXL().O) for L c R 

Then this is easily seen to afford a decomposition 
ofJ, 

J(A) = r l'ljJz) ('ljJzl fl(dz). 
JU.(Z)EA} 

The resolvent Rl is well dressed for a computation 
of 

shows that 

P lh EB c = {i h EB ex I ex E C} 

and so I/(A - TR ) C p;. and Rl is well dressed. 
In connection with well dressing we further note 

that Ql = 3.Rl3.-1 is given by 

Qlh EB c = {i h EB ex I oc E C} if h E ~ and h(O) = 0, 

= cp otherwise 

and so Ql has a restriction which coincides with 
l/(). - TN) on a dense subspace of 'Yo and thus R). 
is well dressed in even a more stringent sense. 

In this example we, of course, could have violated 
some of the conditions; thus taking P < 0 we still 
would have had 'Y _ = 'Yo = 'Y + + V(fR, dx) EB C 
with li'II~ = li'II12 + IPII'1 2 and 6.f=fEBj(O) but we 
would now have had a rigged Hilbert space with 
indefinite metric with 'YJ(h EB c) = h EB -c. We shall 
not pursue the discussion of any other violations. 

We note that the pole in R). at A = 0 with residue j 
is present in all cases and thatJ(A) is always a linear 
combination of j and the multiplication by b. These 
are the intrinsic structural properties of T; the rest 
reflect certain arbitrary choices that can be made. 

We shall not work out subsequent examples with 
as much explicit detail since much of the detail is 
entirely straightforward but often cumbersome to 
write out. 

Example 16: As a slightly more complicated example 
consider C EB ~(fR) c C EB ~/(fR) and 

T(fo,fl) = (-gjl(O), -gjob(x». 
We have 

fe-To, 7'1) = {(oc, -g7'ob(x» I oc E C}, 

where (7'0,7'1) E C EB ~/(fR). 
One easily finds 

A ~ O:3t,bo, 7'1) = { (ex, i h - gocb») I oc E c}, 
A = O:3to(7'o, 7'1) = {(7'0, 'IjJ) lv' E ~/} if 7'1 = g7'ob, 

= 0 otherwise, 

800 (7'0,7'1) = {(oc, 7'1) I oc E C} 
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and the g-operator versions of these are 

A =;1= O:R;'(/o'/l) = (OC;.(fO'/I)' i [11 - gOC;'(/O'/I)b)) , 

A = 0: R;.(/o '/1) = cp if (fo '/1) =;1= (0, 0), 

= (0, 0) if (fo, 11) = (0, 0), 

800 (fo '/1) = (P(fo '/1)'/1), 

where OC;. and P are linear functionals <1>_ -+ ([:. 

The imposition of hermiticity requires that 

oc;.(/o '/1) = oc(A>[/o - g 1 ft(0) J. OC(A) = oc(~), 
P(fo ,11) = Polo, Po real. 

By analyticity we require OC(A) to be analytic off the 
real axis. 

The ray limit implies that AOC(A) -+ Po along rays 
IAlei81) =;1= 0, 7T as IAI -+ 00. To have j c Soo, we must 
take Po = I and we do so. 

Assume the measure condition; then we see that 
OC(A), A-1OC(A), and A-2OC(A) must all satisfy the measure 
condition and we set ftk(A) = ft{AkOC(A), A) for 
k = 0, -1, -2. We have 

J(A)(fo,h) = (fto(A)fo - gft_l(A)/I(O), 

XA.(O)h - gft-l(A)fob + g2ft_2(A)/(0)b). 

Let M(A) be the matrix 

( 
fto(A), -gft-1(A»). 

-gft-l(A), g2ft_2(A) 

For J(A) to be positive M(A) must be a positive ma
trix on ([:2. There are three possibilities for PA. = 
rank M(A), namely PA. = 0, 1,2. Furthermore de
pending on whether 0 E A or not, we do or do not 
have a direct summand of the form V(IR, dx) in HA.' 
The presence or absence of this summand does not 
affect our discussion and so we proceed with the 
analysis of M(A) assuming projectivity. 

Suppose P A. = 2 ;then if A' is disjoint from A, we 
must have by positivity P AUA.' = 2 for M (A U A') = 
M(A) + M(A'). By Lemma 5, we must have 
u+M(A)u = u+M (A U A') u for every 2-component 
vector u = (~~), where u+ = (u1, u;); but this implies 
u+M(A')u = 0 and since M(A') is a symmetric 
matrix on ([:2,we have M(A') = O. 

A similar discussion also shows that if P A. = I and 
A' is disjoint from A' such that P A VA' = I, then 
likewise M(A') = O. 

The above two paragraphs imply that OC(A) can have 
at most two singularities at say Al and A2 and these by 
positivity must be first-order poles with positive 
residues. Furthermore, unless oc(O) = 0, R;.(T) will 

have a higher-order pole at A = 0 and thus not satisfy 
positivity. We have 

OC(A) = E(A) + _Pl_ + ~ , 
A - Al A - A,2 

where E(A) is entire and PI and P2 ~ O. 
The normal ray limit now implies E(J.) = 0 and 

PI + P2 = 1. To have oc(O) = O,we must have 

(Pl/ -AI) + (P2/ -,1.2) = 0, 

which shows that )'1 =;1= )'2 and AIA2 < 0, say Al < 
0< A2 • 

We find 

PI = A2/(/'2 - AI), P2 = -)'1/(1'2 - AI)' 

Now let Al contain Al but not A2 and let A2 be 
disjoint from Al and contain )'2 but not A}; set 
A = Al U A2. After a computation: 

( 
A2 - AI' - g(A2/AI - A1/A2»). 

X _ g(A2/AI _ A1/A2), g2(A2/A~ - AI/A~) 
By Lemma 4 we see that the null spaces of M(A I ) 

and M(A 2) must be orthogonal with respect to M(A) 
so we must have 

- g( A21 Al - All A2») 
g( A21 A~ - All A~) 

X (g~A2) = 0, 

which is easily computed to be satisfied. 
We now have the solution 

'1'_ = '1'0 = '1'+ = ([:2 EEl V(IR), 

(u EEl h, v EEl k)o = u+Mv + (h, k)LS, 

where M = M(A) exhibited above, 

6.(10'/1) = (to») EEl/I 

and 

where P _ is the projection onto the subspace generated 
by the vector (g~;..) EEl 0, P + is the projection onto 
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the subspace generated by the vector (-gi).l) <±l 0, and 
Po is the projection onto the direct summand V(rR). 
The renormalized T and TIl thus has a null space of 
infinite multiplicity and two singlets of energy Al and 
A2 , respectively. 

Formally, if we solve T(fO,fI) = A(fo,fI),we find 
that for (O,f) withf(O) = 0 we have T(O,j) = 0 and 
so A = O. Assuming formally A ¥= 0 yields the 
formal solutions (I, ±o(x)j[o(O)]!) with eigenvalues 
Tg[o(O)]!, thus "renormalizing" 0(0) to g2jA2 and 
considering (0, o(x» to be a new discrete state)~e get 
two eigenvectors (1, ±go(x)j).o) with eigenvalue TAo; 
these visibly correspond to our solutions above if we 
take -AI = Ao = A2 • We note, however, that our 
methods do not "renormalize" the expression 0(0) to 
the same value in each of the two eigenvectors. We do 
not know what additional criteria are needed to 
accomplish this. 

We still have not discussed the case that rt. is non
singular but in this case rt.(A) is an entire function and 
the ray limit implies rt.(A) == 0 so that '1"_ = 'Yo = 
'Y + = V( rR) and T R is the zero operator. 

Both of the above solutions are decomposable and 
well dressed. 

For the intrinsic structural properties of T we may 
note the pole in R;. at A = 0 with residue j; the fact 
that J is always a linear combination of j, of the 
creation operator C+:(fo,fI)~(O,loo(x», and of 
the annihilation operator C: (fo ,fl) ~ (fI(O), 0); 
and lastly the impossibility of making either Al or A2 
zero. 

Example 17: Let us now do the discrete Lee model 
by the multivalued methods. For simplicity we assume 
o < Al < A2 < ... with no finite accumulation point. 
We further assume Pk ¥= O,which in particular means 
that P ¢: d and we are in the nontrivial case. We 
restate the results for R;,.(T) and S",(T),calIing rt.(Ao) 
by rt.(A) now: 

for A:;CAk , k~l, 

R;.f = (rt.(A)fo + rt.(A)! fkPk ; ... , ~ 
1 A - Ak A - Ak 

+rt.(A) fOPk +rt.(A)(i flPI )-IL, ... ), 
A - Ak 1 A - Al A - Ak 

where O(ii) = 0(1); 

S",f = ('YJ[o,h ,f2' ... ), 

where 'YJ is real. 
For normal ray limits we must have 'YJ = I. 
We assume analyticity off the real axis in a neighbor

hood thereof and we assume the measure condition. 

Let 

'f(A) = fo +! pdk 
A - Ak 

and letl = (fo ,f1 ,h" ... ); then we find that 

(g, R;.J> = rt.(AKg(A)lf(A) + i: gdk 
1 A - Ak 

and so 

(f, J(A)f) = f1( <I, R;.J), A) 

= f1(rt.(A)U(Agf(A), A) + ! XA(Ak ) Ifkl 2• 

The measure condition implies that IX(Ag.f(A)'f(A) 
must satisfy the measure condition, which, taking 
f = (I, 0, 0, .. ·),means, in particular, that IX satisfies 
the measure condition. 

We shall at this point assume that IX(A) has nothing 
but first-order poles on the real axis; that is, that 
f1(IX, dA) has no part which is absolutely continuous 
with respect to Lebesgue measure. This is based on 
the heuristic principle that the analyticity domain of 
R;. be as large as possible while still keeping the result 
useful. This assumption will be justified a posteriori by 
the interesting and natural class of resolvents that are 
so obtained. We call the real poles of rt.(A) by Av,where 
v EN and N is a countable set. Let rv be the residue of 
rt.(A) at A = Av. We see that rt.(A) must have a zero at 
A = Ak , k ~ I,in order that rt.(A),g(Agf(A) not have a 
higher-order singularity there which would contra
dict the measure condition. We take rt.(A) ,...." (A - Ak){Jk 
at A = Ak • 

A simple calculation reveals 

(g, J(A)J> = ! XA(Av)rv'g(Av)lf(Av) 
VEN 

'" + !XA(Ak)gkfk(l + (JkP!)· 
k=l 

This is explicitly a decomposition of J;for it we take 
for Z the disjoint union N/Y N; for 3 the (1 algebra of 
all subsets; for A(Z) the function A(V) = Av' A(k) = Ak ; 

for "P., 

"P.= (1, ... ,~, ... ), z=vEN, 
Av - Ak 

= (0;0,··· ,0, 1,0,·· .), Z = kE N, 

where the 1 is in the kth place, 

and for f1(dz) we take the point mass of weight rv at 
v E N and the point mass of weight (1 + (JkP!) at 
kE N; then clearly 

J(A) = r I"P.> ("P.I f1(dz). 
J;'(')EA 
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Let us designate an arbitrary function I on Z by 
I = (I., Ik )· 

The dressing transformation is given by 

(tl!). = fo + 2 A P~kA = (Y)(A.), 
• k 

(tl!)k = fk' 

The indefinite metric in V(Z, l,ul) is given by 

1J(h., hk) = (sgn (r.)h., sgn (1 + PkPZ)hk ). 

We cannot impose well dressing on R;. unless we 
rig V(Z), and although there is no canonical way of 
doing so,we pick the following: Let 'P' _ be the set of 
functions (h., hk ) E V which vanish at all but a finite 
set of points of nonzero weight. For 'P' + we pick the set 
of functions (rP., rPk) with arbitrary components. The 
pairing is of course 

Strictly speaking, because of the possibility that 
1 + PkP~ = 0 for some k,one should use equivalence 
classes but for convenience we express everything in 
terms of representatives. 

If we consider tl to be in M(<I> +, 'P' +), then we find, 
for rP = (rPo;'" ,rP1c,···) E <1>+, 

3.rP = {(rP., rPk) I rP. E C}. 

A computation now shows that if oc(A) ¢ O,then R;. is 
well dressed in the loosest sense but not in the sense 
1/(.1. - TR ) C 3.R;.3.-1 unless Pk = -lip!. Thus the 
resolvents that are analytic at A = Ak are singled out 
from the others by being in a sense better dressed. We 
continue to study only this case. 

If oc(A) were to have any zero other than at Ak , then 
R;.(I; 0, 0, ... ) = 0 at these zeros and nondegeneracy 
rules this out. We are now thus confronted with the 
construction of a function which has zeros of the 
form ( -11 p!)(A - Ak ) at A = Ak and only these. If we 
set T(A) = l/oc(A), then 'T(A) must be meromorphic 
with poles of the form -p!/(A - Ak ) at A = Ak and 
only these. The most general function of this form can 
be written as 

'T(A) = E(A) _ 2 (~)nk~ , 
Ak A - Ak 

where E(A) is entire and the nk are integers picked so 
that the series converges to a meromorphic function. 

There are now two possible situations: Either it is 
possible to take nk ~ n where n is a fixed integer or 
else it is impossible to do so. We first study the 
former case. 

There are in addition two important subcases to 
consider: 

(I) One can take nk = 0; 
(2) one can take nk ~ 1 but not nk = O. 
If we can take nk = 0, then 

00 p! 
T(A) = E(I,) - 2 -- . 

k=l .1.- Ak 

Imposing the ray limit,we must have 'T(A)/A --+ 111J as 
IAI --+ 00 along IAI ei6

, (J =F 0, 7T. Since 

1 ~ pZ 
~ k A _ Ak --+ 0, 

we must have E(A)/A --+ 1/1J, which implies that 
E(A) = (N1J) + (f, where (f is real. We see that we can 
take a normal ray limit 1J = 1 and then we have 

00 p2 
'T(A) = A + (f - 2 _k_ . 

k=l A - Ak 

This reproduces precisely the formal result if (f is taken 
to be -.1.0' Thus, in case 1(.1.) = 2 p!/(A - Ak ) 

converges,our methods single out the formal solution 
up to a choice of (f. These solutions satisfy positivity 
in the whole upper half-plane and are analytic off the 
real axis everywhere except for A = 00. We further 
note that these solutions are not restricted only to the 
case of bona-fide operators T which would mean 
2 p! < 00 but also include generalized operators 
which are not bona fide since we only require that 

2.p!/Ak < 00. 

To get an insight into the general case. consider the 
formal sum leA) = 2 pZ/(A - Ak ) even in the case 
when it is divergent. We note that the sum 

(
A)n p2 In(A) = 2 - _k_ 

Ak A - Ak 

is a subtracted sum obtained from leA) by subtracting 
the first n terms of the Taylor expansion of 1(.1.) about 
A = 0: 

In(A) = 2 (~)n ~ 
Ak A - Ak 

= I(A) - 1(0) - U/CO) 
An- 1 + ... _ -- l(n-l)(O) 

n - 1! 

so that in case we can take nk ~ n but not nk ~ n - 1 
we see that 2 (A!Ak)np!/(A - Ak) is obtained from leA) 
by subtracting a polynomial of degree n - 1 with 
divergent coefficients. One could then consider a 
further adjustment by a polynomial of degree n - 1 
with finite coefficients and so whenever we can take 
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nk ~ n but not nk ~ n - I, we obtain a choice for 
7'(A) of the form 

7'n(A) = A + (] + Pn-I(A) - ~ (~rA ~~Ak' 
Here P n-1 is a real polynomial of degree n - 1. Notice 
that if it is possible to take nk = n, then it is not 
necessary to take all the nk equal to n,for we could take 
any finite, and possibly some infinite, subset of them 
to be less; this ,however, corresponds to a change of 
P n-1; the presence of P n-1 is therefore reasonable 
since there is no a priori reason to "renormalize" the 
whole sum 2 p!/(A - A~),for one could single out a 
convergent subsum and then "renormalize" the rest. 

The above formal game is of course very familiar in 
theoretical physics where one adds counterterms to 
divergent formal expressions to make them converge 
and then allows for the possibility of further adjust
ments by finite counterterms of the same type as the 
infinite ones. 

In case we cannot take nk ~ n,then we see that I(A) 
needs an infinite number of subtractions and we do 
not have an argument, not even a formal one, for 
singling out a particular E(A). We do not pursue this 
case further; it corresponds to the so-called "non
renormalizable" case of conventional formal theory. 

We note that in case n = 1, P n-l must be a constant 
which we can absorb into (]; we have 

00 (A) p2 7'1 = A + (] -.2 - __ k_ . 

1 Ak A - Ak 

The above expression would also be the formal solu
tion if we take Ao to be infinite. Letting Ao = -(] + 
.2 p!/ Ak in T, a formal calculation will yield the 7'1 given 
above;thus in this case we can obtain the solution by 
adding an infinite counterterm to T, namely by 
adding 

K:f ~~ « -(] + (2 p:/Ak ) - Ao)fo; 0, 0, o· .. ) 

to the original T. This counterterm is of the same form 
as an "adjustment of the vacuum self-energy." 
Whether 7' n for n > 1 can be achieved by suitable 
formal counterterms in T we do not know. 

We note that 7'1 satisfies positivity in the whole 
upper half-plane, for we have 

00 

II = .2 (A/Ak)P~/(A - Ak) 
1 

00 

= .2 (IW - AAk)pZ/Ak 1,1. - Akl2 
, 

1 

whose imaginary part is -1m A 2 p!/IA - Akl 2 and so 
1m 7'1 = 1m A(1 + L p!/IA - Ak1 2) > 0 for 1m A > 0 

and so 1m OC(A) = -1m 7'1(A)/h(A)1 2 < 0 for 1m A> 
O. This also implies that 7'1(A) has no complex zeros 
and so OC(A) is analytic off the real axis. A computation 
also reveals that R;. itself satisfies positivity in the 
whole upper half-plane and is analytic except for 
poles at A= A. where A. are the zeros of 7'l(A). Now 
7'l(A) is a Herglotz functionU and so we have 
along the rays IAlei6 , e ¢ 0, 7T,that 7'l(A)/A ~ I and so 
the normal ray limit is satisfied. 

We therefore have that in the two distinguished 
subcases we are able to satisfy all of our requirements. 
These two subcases contain not only the bona fide 
discrete Lee models but also certain generalized 
discrete Lee models including the ones requiring an 
infinite formal adjustment of Ao but no further 
renormalizations. 

Let us now return to the general case of nk ~ n but 
not nk ~ n - I where n ;;:: 2. Consider 

In(A)/An- 1 = A.2 p!/A~(A - Ak) = AHn(A), 

where Hn(A) = 2 p:/A~(A - Ak); Hn(A) is manifestly 
Herglotz and if along the rays IAI ei8 , e ¢ 0, 7TAHn(A) 
were to have a finite ray independent limit,then this 
limit would belS 2 p:/A~ ,which, however, diverges by 
the choice of n. We must therefore conclude that for 
n ;;:: 2 the normal ray limit cannot be satisfied. 

The next question we want to consider is whether 
one can pick P n- I so that the residues r. of OC(A) at A. 
are positive. This has a simple geometric interpretation : 
If we draw the graphs of In (A) and of A + (] + P n_1(A), 
the latter must intersect the former from below. The 
only possible unavoidable difficulty can occur in the 
region A < AI' Now In(A) is monotonic in the region 
- 00 < A ~ 0 and In(A) ~ ± 00 as A L - oo,depending 
on whether n is odd or even; furthermore, In(A) ~ 
- 00 as A i Al and we see that it is indeed possible to 
pick P n-l so that r. > O. 

Finally, we want to know whether 7' n(A) has any 
complex zeros. If it does,then R;. will not be analytic 
off the real axis but will have poles at these locations. 
Now 7' nCA) certainly can have complex zeros since for 
example if we look at the equation 7' nCi) = 0 we see 
that for n ;;:: 2 we can always pick the real coefficients 
of P n-1 so as to satisfy the equation,showing that at 
least for some P n-l, 7' n'(A) has complex zeros. We have, 
however, been unable to determine whether one can 
pick P n-l so that 7' n(A) has no complex zeros and 
furthermore if that be possible whether we can in 
addition satisfy positivity. 

Let us now consider the effect of introducing a cut
off into p: P~ = Pkhk such that 0 < hk :$; I and such 
that with the cutoff the sum 2 (p~)2/(A - Ak)converges. 
We note that as the cutoff is removed, the function 
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T(A) does not converge to the corresponding function 
without cutoffs; only by subtracting from T(A) an 
appropriate entire function depending on the cutoff 
do we obtain a converging limit. This observation 
sheds light on the behavior under cutoffs that was 
noted in Sec. IIF; there these subtractions were not 
taken into account and the limiting situation there 
actually corresponds to the case IX(A) == 0 which we 
have not considered. 

For another insight into this model let us apply 
analytic subtraction to the well-dressing equation 
[1/(A - T R)]L1 = L1T. We take T R to be a multiplica
tion on 'Y + given by T R( 1fJv, 1fJk) = (Av1fJv, Ak1fJk); then 
we find that the well-dressing requirement gives 

A ~ Av 'I(Av) = IX(Agf(A) + I (Av - :::~ - A
k

) 

2 

+ IX(A)'I(A) ! (A - Ak~~V - Ak) , 

1 1 ~ 
A _ A/k = A _ A/k + IX(A) A _ Ak 'I(A) 

if 1 + (3kP~ =;f= O. 

So unless IX(A) == O,we must have 13k = -lip!. Using 
the identity 

1 1 (1 1) 
(Av - Ak)(A - Ak) = A - Av Av - Ak - A - Ak ' 

we find that the first requirement leads to 

IX(A) (A - Av +!~ - !~) = 1. 
k Av - Ak A - Ak 

For this to make sense we must have 

2 

-A +! Pk = a 
v Av - Ak 

equals a constant independent of v; so 

IX(A) = (A + a _ !~)-1 
A - Ak 

and the Av are determined by the equation 

- p~ 
A +a-I =0 

v Av-Ak 

and this is precisely the answer we obtained by other 
methods. We see therefore that certain considerations 
of analyticity along with well dressing appropriately 
interpreted is all that is necessary for this model. 

One begins to see from this example that the purely 
multivalued approach to the resolvent is at times a 
coarse method at arriving at the intrinsic structural 

properties of T, for we can arrive at the same results 
more quickly by methods using analytic subtractions. 
We believe that for the discrete Lee model the con
clusion that T(A) must have a pole of the form - p!1 
(), - Ak ) at A = Ak is an expression of an intrinsic 
property; what other intrinsic properties have been 
exhibited in the above calculations is not very clear. 

Example 18: Let us now consider a generalized 
operator Ton C EB dEB d2 c C EB d' EB d2' defined by 

Adi + pdo + %td;;, AUh; + pdi + aido), 

where Ao, Ai' Aij , Pi' and ai} are all real numbers. The 
multi valued approach is a bit crude here,for we have, 
whenever p ~ d, 

T( 4>0' 4>i' 4>ii) 
= {(IX, (3i' Aii4>ii + Pi4>; + ui,4>o) I IX, {3i E C} 

and a computation of .'R;. will reveal that the possi
bilities for the resolvent are too numerous. We now 
apply orthogonal methods. Let <l> -1 = C EB d, <l> -2 = 
d2;then 

so 

Tl1 :(fo,Ji) ~ (Ao/o + I Pdi' Adi + pdo) , 

T12 : {hi} ~ (I ai;hi' I pdii), 

T21 :(fo,h) ~ {pd; + foui;} , 

T22 :{fii} ~ {Aiihi}' 

P,,:{hi} ~ {~}. 
A - Aii 

By analytic subtraction we find 

TI2P" T21 : (fo, Ii) 

-vv--+ (/o! ~ + I Ii i UiiPi , 
i.i A - Aii i=1 i=IA - Ai; 

fif ~ + foI PlY
ii

). 
1=1.1. - Ali }=1 A - A;i 

Let now 
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Then 

T;.:(fo,J;) 

~ (AO(A)!O + ~ Pi(A)j~, Ai(A)!i + PiCA)!O)' 

We see that Q;. can be computed by orthogonal 
methods in precisely the same way as the discrete 
Lee model. Let 

then 

!x(A) = (A - AoCA) - f p;(A)~ r I

, 

i~I A - AilA)} 

'II (f J,) _ f + ~ PiCA)!; . 
;. JO, i - JO i:1.A _ Ai(A) , 

Q;.:(fO,fi) ~--+ (!X(A)'J);..(!O,fi)' 

J; p;(A) !XCA)']) (f J,.») 
A - AlA) + A - AlA) ;. JO,' . 

We can now compute R;. without introducing any new 
subtracted sums. 

Example 19: We now consider a rigged Fock space 
which is the direct sum EB:=o <1>(n) , where <1>(0) is 
C c C and <1>(n) is dn c dn'. Define the generalized 
operator 

00 

(Tf)~~!"in = Ail"'iJi(~~'in + ! Pzfl(h:'~L + PiJi~~:-::~' 
I~I 

Note that if we introduce the annihilation and 
creation operators 

(At f)J~')"in = tJildi~~:-:l~, 
(Ad)I~~'in =! k~~::~ln' 

then T = A + !:I PI(AI + Ai), where A is the 
diagonal part of T. 

One easily sees that if P ~ d,then T1jJ = <1>+ so that 
the multivalued approach is totally ineffective unless 
supplemented by additional analysis. For example, 
if we write <1> = <1>1 E8 <1>2' where 

N ex) 

<1>1 = EB <1>(i) and <1>2 = EB <1> (i), 

i~O i~N+1 

then Tn E8 '1'22 is strictly smaller than '1', and given a 
resolvent for T22 the problem can be treated by 
orthogonal methods. On the other hand, T 221jJ2 = <1>+2 
and so the original problem is not entirely avoided. 
To treat this generalized operator adequately,one needs 
an infinite nesting of orthogonal decompositions to 
arrive at something like an infinite-continued fraction 
expansion of R;. with possibly an infinite number of 
subtracted sums. Let 0(n) = EB~ <1>(n);then if we nest 
according to the graph 

/ 
/ 

cJ>(3) 

0(0) "<1>(0) 

then the infinite continued fractions in R;. can actually 
be computed. We give only (R;.)oo here: 

1 (R;.)oo = ----------.::...---------
ex) p~ 

A - Ao - ! ------.!.....:------
i~I 

Example 20: We now study an example which 
exhibits a further difficulty: On '])( IR 2) c 'II' (IR 2) let 
T be the generalized operator of multiplication by 
t(x)tJ(y) where t is a real Coo function: 

(Tf)(x, y) = t(x)d(y)f(x, y) = t(x)f(x, O)d(y). 

Now iff u is an approximating net for the distribu
tion T, then it is possible to pickfu in such a way that 
fu(x,O) approaches weakly in 'II'(IR) any given 

distribution cr, Thus we have 

TT = t(x)'J)~tJ(y) = {t(x)cr(x)tJ(y) I cr E'II'(IR)}. 

Straightforwardly solving for the resolvent,we get 

.'R;.T = 1 T + t(x)'J)~tJ(y), A -:;i: 0, 

.'RoT = 'J)'(1R2
) if T E t(x)'J)~tJ(y), 

= 0 otherwise, 

SooT = T + t(x)'J)~tJ(y). 
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The g-operator versions of the above are 

Rd = 11 + t(x)pix)(f)r5(y), A ¢ 0, 

Rol = 0 if 1 = 0, 

= 0 otherwise, 

Sool = 1 + t(x)a(x)(f)r5(y), 

where P;.(x)(j) and a(x)(j) are in j)' and depend 
linearly on f 

Hermiticity requires that 

(g(x, y), t(x)p;'<x)(f)r5(y» = (/(x, y)t(x)P,l(x)(g)r5(y» 

or 

(g(x, 0), t(x)P;.(x)(j» = (/(x, 0), t(X)PA(X)(g». 

Now this requires t(x)P;.(x)(f) to be of the form 

t(x) f rix, z)/(z, 0) dz, 

where t(x)r;.(x, z) Ej)~z; furthermore 

t(x)r;.(x, y) = t(y)riy, x). 
Similarly, 

t(x)a(x)(f) = t(x) f sex, z)f(z, 0) dz, 

where t(x)s(x, z) E j)~.z and 

I(X)S(X, y) = t(y)s(y, x). 

Now it is in fact fairly apparent that one can find 
appropriate f;. and s to satisfy all the conditions so 
far expressed; however, the difficulty again is that there 
are too many such solutions. From the explicit form 
of Tone can,however,write down what answer seems 
appropriate: One should like the renormalized 
Hilbert space to be say 

L2(1R2) E8 V(supp (I), y dx), 

where y > 0 is a constant, and for T R to be given by 

T(f(x, y) E8 g(x» = 0 E8 {31(x)g(X), 

where f3 E IR is another constant. The dressing 
transformation is then given by 

D.f = f(x, y) E8 f(x, 0). 

This choice corresponds to the choice 

and 

1 Y 
rix, y) = t(x/"UPP(t)(x) A _ f3t(x) r5(x - y) 

1 
sex, y) = -xsuPp(t)(x)yr5(x - y). 

t(x) 

Formally since T is a multiplication operator, the 
eigenstates are "Pab = r5(x - a)r5(y - b) and T"Pab = 
t(a)r5(b)"Pab so T"Pab = 0 for b ¢ 0 or tea) = 0 and 
T"Pao = t(a)c5(O)"Pao = Aa"Pao· 

In the solution for f;. and s presented above 15(0) 
has been "renormalized" to the number f3 and all 
generalized vectors of the form Xsupp (t)(x)h(x)c5(y), 
where hE V [supp (t)] have been made into new 
bona fide Hilbert space states in V(supp (I), y dx). 

We have now to extend our program to be able to 
do two new things: Show how the solutions in which 
f). is "diagonal," that is,f;.(x, y) = f;.(x)b(x - y), are 
singled out; and then show how the solutions f;.(X) = 
[1/I(X)]Xsupp (t)(X)Y/[A - {31(X)] are singled out. We 
note that the second part is independent of the first 
since if we had chosen f;.(X) = [l/I(X)]Xsupp (t)(x)Ij 
[A - u(x)], where u(x) is any real measurable function, 
then we still would have a solution satisfying all our 
conditions. Notice that this solution corresponds to 
the case in which formally Aa = l(a)c5(O) has been 
"renormalized" to u(a) so that 15(0) has been "re
normalized" to u(a)/I(a),which renormalization,how
ever,depends now on a. Unfortunately, we have as yet 
been unable, except for the comments to follow, to 
formulate effective conditions to pick out the "natural" 
answers. 

One begins here to appreciate some of the difficulties 
of the multivalued approach,noticing that the new 
conditions cannot refer to 3t). and Soo alone (or 
equivalently to t alone); for in these relations the 
space l(xm~r5(y) occurs and one can find many other 
COO functions w(x) such that t(x)j)~r5(y) = w(x)j)~r5(y) 
and so the function t(x) has become lost. Thus it is 
necessary to consider T itself along with t and to 
explore more thoroughly the relationship between a 
generalized operator and its closure. 

We isolate one part ofthe difficulty by the following 
observation. Consider a direct sum of two rigged 
Hilbert spaces <I> = <1>1 E8 <1>2' and let T be a direct 
sum of two generalized operators T = Tl E8 T2. Then 
clearly t = tl E8 t2 and 3t;.(t)"= 3t;.(t1) E8 3t;.(t2); 
however,it is not true that any g-operator version of 
3t). is a direct sum R;.(T1) E8 R).(T2 ) of g-operator 
versions of 3t;.(t1) and 3t;.(t2), respectivet)'o The 
reason for this is easy to see for 3t;.(t1) and 3t;.(t2) 
are in general multivalued and this heuristically 
speaking is expressed by saying that 3t;.(t;)1 contain 
arbitrary parameters; now in picking a g-operator 
version of 3t;.(T) these arbitrary parameters must 
become functions on <I>_;but as <1>_ is a direct sum 
<1>-1 E8 <1>_2 we see that an arbitrary parameter in 3t;.(t]) 
can now become a function of 1 E <1>_ which depends 
on the part 011 in <1>_2 and this will violate the direct 
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sum decomposition. This leads to the possibility of 
choosing a nondiagonal rix, y) above, for multiplica
tion by t(x)<5(y) is formally a direct integral of multi
plications by the <5 function in 'J)(IR) c 'J)'(IR). We 
now introduce two conditions to partly overcome this 
problem. 

Condition 10 (Weak diagonalizability): We say that 
a 'UJ+ closed subspace L of <1>+ is a weak invariant 
subspace of a generalized operator T if first of all the 
'UJ+ closure of L ('\ <1>_ is L and furthermore if 
T(L ('\ <1>_) c L. We see that <1>+ and {OJ are always 
weak invariant subspaced and these may be the only 
ones. We say that a resolvent R}. of T is weakly 
diagonal if whenever L is a weak invariant subspace 
of T, then it is also a weak invariant subspace of R}.. 

Notice that this condition forces the resolvent for a 
direct sum to be a direct sum of resolvents, for we have 
that <1>+1 EB 0 and 0 EB <1>+2 are weak invariant sub
spaces and therefore in picking an R}. c R}. we are 
forced to take a resolvent of the form R}.(T1) tt', R}.(T2)' 
This is the same result that is obtained if we compute 
R}. by orthogonal methods applied to the decomposi
tion <1>1 EB <1>2 since in this case Tl2 = 0 and T21 = O. 

For the case of multiplication by t(x)<5(y) if we 
choose the family of weak invariant subspaces Lab = 
{</> E 'D' (IR 2) I supp (</» c [a, b] X IR}, then we find 
that rix, y) must have its support in the set 
{x = y} though it need not be of the form r}.(x) x 
<5(x- y). 

The existence of weak invariant subspaces of T is 
very sensitive to the rigging. An example that illus
trates this dramatically is that of the bona fide operator 
q of multiplication by x on either 'D(IR) c 'D' (IR) or 
&(IR) c &'(IR), where &(IR) is the Fourier transform 
of 'D(IR) and &'(IR) is the Fourier transform of 
'D'(IR). In the first case, every subspace of'D' having 
support in a closed interval is a weak invariant sub
space of q; in the second case, because every element 
of &(IR) is an entire function we see that the only weak 
invariant subspaces of q are {OJ and &'. It is useful at 
this point to introduce a new notion: We say that a 
rigging is diagonal with respect to a generalized 
operator' T if in some appropriate sense the set of 
weak invariant subspaces of T is as large as possible. 
A diagonal rigging like a complete rigging is one which 
is naturally adapted to the structure of T; furthermore 
a diagonal rigging is in a sense one which comes 
closest to the attempt at constructing a rigging which 
exhibits only the physically relevant generalized 
eigenvectors of T and should thus supply the most 
natural extension of the Gel'fand-Vilenkin formalism. 

Diagonal riggings and complete riggings stand at 
opposite extremes in this sense. 

The above considerations touch upon the notion of 
direct integrals. We shall here give a rather unnatural 
but useful notion of a direct integral of rigged Hilbert 
spaces. Let <I> be a rigged Hilbert spacejthen we say <I> 
is a direct integral of rigged Hilbert spaces <I>."where 
x E X and X is a measure space with a measure f-l if 
<1>0 = J~ <l>o.,f-l(dx) a direct integral of Hilbert spaces, 
<1>_ is a subspace of the space of vectors of <1>0 of the 
form J~ !.,f-l(dx), /., E <1>_., and each </> E <1>+ can be 
expressed as J~ </>.,/-t(dx), </>., E <1>+.,. We now introduce 
the following: 

Condition 11 (Direct Integral Condition): If <I> is a 
direct integral of <1>., and T a generalized operator of 
the form J~ T.,f-l(dx), that is, . 

f~ f~ T f.,f-l(dx) = (T.,f.,)f-l(dx) , 

where T.,: <I> -z -+ <1>+., is a generalized operator on <1>., , 
then we require that R}. = JEB (R}.).,f-l(dx), where 
(R}.)., is a resolvent of T.,. 

If we view our example as a direct integral of 
multiplication by the <5 function, J~ Mt(x)lJ dx, then we 
are forced to take r;.(x, y) to be r;.(x)<5(x - y) with 
r}.(x) = [1/t(x)]Xsupp (t)(x)l/[A - u(x)] but still we do 
not single out u(x) = (3t(x). 

Example 21: We now want to consider the NO 
sector of the Lee model in n space dimensions, n ;;::: 1. 
We work with the rigged Hilbert space 

C EB 'D(1R1I) C C EB'D'(lRlI) 

and with the Hamiltonian 

T(fo,j~) = (_fNk)Q(k)d
ll

k, 
[2w(k)]! 

w(k)ft(k) _ foQ(k) ). 
[2w(k)]! 

Here w(k) = (m2 + k2)! and Q(k) is a Coo cutoff 
function 0 :::;; Q(k) :::;; qo, where qo is the bare coupling 
constant. We introduce the cutoff function in order to 
be able to compare our results with the conventional 
ones but of course we shall also be able to work in the 
case Q(k) == qo. We assume Q ~ 'D(IR n),for otherwise 
t would be single valued and the results could not be 
extended to the case of no cutoff. One sees imme
diately that 

T"P = T("Po, "PI) 

= {(oc, W(k)"PI(k) - "PoQ(k)!) I oc E C}, 
[2w(k)] 
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The resolvents are easily computable; they are: 

A ¢ [m, 00) e IR: 

.1t;."P = {(IX, 1 ("Plk) - IX Q(k) i)) IIX E c}; 
A - w(k) [2w(k)] 

A E (m, 00): 

{ (
" 1 ( Q(k) )" 

.1t;."P = IX, A _ w(k) "Plk) - IX [2w(k)]! 

+ P(k)b[A - W(k)]) IIX E c, P(k) E !D,(sn-I)}, 

where we have put the expression 

{lIP. - w(k)]}{"P(k) - IXQ(k)}/[2w(k)]! 

in quotes because this is ambiguous as a distribution 
but it is defined up to a term of the type P(k)b[A -
w(k)]. Here k = k/kll and sn-I is the (n - 1)
dimensional sphere. Furthermore, 

..1= m: 

{ (
" 1 ( Q(k) )" .1t;."P = IX, "PI(k) - IX ! 
A - w(k) [2w(k)] 

+ Pb(k») I IX, P E C}, 
where we have a similar meaning for the quotes as 
above. Finally 

Soo"P = {(IX, "PI(k» IIX E C}. 

A g-operator version of .1t;. for A ¢ [m, (0) is of the 
form 

R;./ = (1X;.(f) , 1 (/I(k) _ 1X;.(f) Q(k) !)), 
A - w(k) [2w(k)] 

where IX;. is a linear map <1>_ -+ C. Hermiticity requires 
now that 

IX (f) = IX(A) (/0 -f fr(k)Q(k)dnk ), 
;. [A - w(k)][2w(k)]! 

where 

IX(A) = IX(X). 

Likewise 
Soof = (1X(f),f(k» 

and symmetry implies 1X(f) = yfo, Y real. 
Because of analyticity properties we shall not need 

versions of other relations. 
It is convenient to introduce the following map: 

':/---}; -f fr(k)Q(k)dnk = (if)(A), 
o [A _ w(k)][2w(k)]! 

where A ¢ [m, (0). 

We assume IX(A) is analytic off the real axis in a 

neighborhood thereof. Let! = (jo,;;(k». 
One easily finds for A ¢ [m, (0) 

<g, R;./) = IX(A)(,g)(A)(lf)(A) + f gl~k~I~~~nk . 
We assume the measure condition,which means in 

general that IX(A)~g(Agf(A) must satisfy the measure 
condition and particular implies that IX(A) must satisfy 
the measure condition, for if we take f = (l, 0), then 
<f, R;J) = IX(A). 

If we assume positivity on (m, 00 ),then we can show 
that IX(A) cannot have a pole there; that is,IX(A) is not 
of the form PI(A - ..10) + yeA) when /-ley, dA) is 
absolutely continuous with respect to Lebesgue 
measure in the vicinity of ..10 ' This follows from the 
fact that IX(A)<'!)(A)<'f)(A) for fo = 0 is 

IX(A) (f j~(k)Q(k) / [A - W(k)][2W(k)]!) 

x (f fr(k)Q(k) / [A - W(k)][2w(k)]!) 

and it can be shown by takingfl(k) to be a sufficiently 
good approximation to b(w(k) - Ao) that the expres
sion does not satisfy positivity. 

We assume that /-l(IX, dA) is therefore absolutely 
continuous with respect to Lebesgue measure 

/-l(r., dA) = (-I/7T) 1m IX(A) dA, 

where we write IX(A) = Re IX(A) + i 1m IX(A) along 
(m,oo). 

We can now also show that by positivity 1m IX(A) 
cannot vanish on any interval A e (m, 00). Under the 
assumption 1m IX(A) == 0 on A we have for an interval 
Be A: 

<I, J(B)!) = /-l(IX(A)'!(A)if(A), B) 

+ r b(A - w(k» 1 fr(k) 1 dAdnk; 
J;'EB 

we see that the term proportional to Ifol2 does not 
contribute since its coefficient is ft( IX; B) = O. The 

terms linear in 10 and 10 are 

r b(A _ w(k» Re IX(A)fr(k)/o + lo® Q(k) dAdnk. 
J;'EB [2w(k)]! 

Now unless Re IX(A) = 0 almost everywhere on B, we 
cannot satisfy positivity, for no matter what fl (k) is 
we can always choose 10 so as to make the above 
expression sufficiently negative to make <f, J(B)/) 
negative. If Re IX(A) = 0 almost everywhere on B,then 
along with 1m IX(A) = 0 and analyticity we conclude 
that IX(A) == 0, which is not an interesting solution and 
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we discount it. Positivity on (m, 00) therefore forces 
OC(A) to have a cut at least along (m, 00). 

It is convenient to write J(A) in terms of a matrix 

that is, 

(g, J(A)!> = Joogofo + go f J01(k)fI(k) dk 

+ fo f JlO(k)gl(k) dk 

+ f JU(kl' k2)gl(kl)fl(k2) dkl dk2 • 

An easy computation reveals 

Joo = - ! 1 dA 1m OC(A), 
7T A 

Jol(k) = - - dAIm OC(A) ---( 1 1 ~ 
7T A A - roCk) 

+ 1 dA Re oc(A)c5(A - roCk»~) Q(k) l' 
A [2ro(k)] 

J loCk) = J ol(k) , 

JU(kl' k2) 

= - ! 1 dA 1m OC(A) ~ ~ 
7T A A - ro(kl) A - ro(k2) 

+ [1 d)' Re oc().) ( ~ c5()' - ro(k2» 
A A - ro(kl) 

+ c5()' - ro(kl» ~ ) 
). - ro(k2) 

+ 7T LdAIm oc()')c5()' - ro(kl»c5(A. - ro(k2»] 

X Q(k1)Q(k2) + 1 d)'c5()' - ro(kl»c5(kl - k2)· 
[4ro( kl)ro( kl)]l A 

To deduce the consequences of imposing projec
tivity on J is very difficult, so here we will impose 
decomposability in (m, 00). For ). E (m, 00) the A 
multiplet of T is degenerate over sn-l and we intro
duce the variable S E sn-l to express this degeneracy. 
Let us therefore consider the family of ge~eralized 
eigenvectors 

( 
~ Q(k) 

"P;.§ = "/;.1, 'fJ).§ ). _ roCk) [2ro(k)]1 

+ (3;.§(fc)c5(A - ro(k») , 

where we have made a choice of the ambiguous 
product of distribution in .1t;.O by choosing the 
principal value integral. 

Let K;.g = l"Pu)("Pul and then,writing K in terms ofa 
matrix of the same form as J, we get 

Koo = l'fJuI2
, 

2 ~ Q(k) 
KOl(k) = l1]ul 1 

). - roCk) [2ro(k)] 

+ 1]2s{32lfc)c5(A - roCk»~ 

K lO = K 01 , 

Let O(dS) be the unit measure on sn-l and let 0 
be the volume of the unit sphere in IR n with respect to 
Lebesgue measure. We take dAO(ds) to be the measure 
with respect to which the decomposition is to be 
performed. 

We define a few auxiliary functions 

K().) = (.1.2 - m2)1, K is the inverse function to ro, 

IIQII~ = fIQ(K().)fc)1 2 O(dfc), 

Q (fc) = Q(K(A)fc) . 
;. IIQII;. 

By a straightforward computation the requirements 
of decomposability become 

(1) f l'fJul2 O(ds) = - ; 1m oc().), 

(2) f 1]).§{3 ;.,(fc)O(ds) = Re oc().) IIQII;. Q{fc) , 
(2).) 

(3) f (3 ;.g(fcl ){3 ).§(fc2)O(ds) 

= 7T 1m oc(A) IIQII~ Q;.(fcl)Q;.(fc2) 

2). 

1 c5(fc fc) + OK(A)n-l). 1; 2, 

where c5(fc1 ; fc 2) is the Dirac <5 function on sn-l: 
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Let us introduce the following transformation for 
fE c"(sn-l): 

(B;.f)(s) = (3).§(f) = f (3).§(k)f(k)n(dk). 

We assume now, to be justified a posteriori, that B;. in 
fact defines a bounded operator on u(sn-\ n(ds». 
Likewise, let I be the identity operator on u(sn-l) 
and let PQ be the orthogonal projection onto Q;.(S) E 

u(sn-l). 
The requirements of decomposability now become: 

(1) If we define 1'];.:s ~~ 1']u,then 1']). E L2(sn-l) and 

111'];.11 2 = - .! 1m !X().), 
7T 

(2) B~1'];. = Re !X().) IIQII;. f;. , 
(2),) 

(3) B!B;. = IB;.12 

= 7T 1m !X().) IIQII~ pA + 1 I. 
2). Q nK().)"-I). 

For consistency since IB;.12 ~ 0, we of course must 
have 

(4) 7T 1m !X().) IIQII~ ~ _ 1 
2). nK(). ),,-1 ). 

For convenience we temporarily drop the subscript 
). in certain expressions. 

By the polar form of a bounded operator we have 
B = WIBI, where Wis an isometry, so B* = IBI W* 
and (2) becomes 

IBI W*1'] = Re !X().) IIQII;. Q;. 
;. (2)')! 

We further assume, under a posteriori justification, 
that W* is an isometry and IBI is invertible. We have 

Since W* is an isometry,the norm of the right-hand 
side must equal 111'];.11 and so we must have 

111'];.11 2 = [Re !X(A)t IIQII~ IIIBI-1 Q;.112. 
2A 

Now 

and from (3) Q is an eigenvector of'1B[2 witheigen
value 

and so, since IIQII = 1, (Q, IBI-2 Q) is the reciprocal 
of this number. Furthermore, 111);.11 2 is given by (1) and 
so we have 

- !. 1m !X().) = [Re !X().)f IIQ II~ 
7T 2). 

x (7T 1m !X().) IIQII~ + 1 )-1 
2). nK().),,-1).' 

which simplifies to 

1m !X().) = -!7TnK().)n-l IIQII~ 1!X().)12 

and shows that along the cut (m, 00) the imaginary 
part of !X().) is proportional to the square of its 
absolute value. This is nothing more than the familiar 
unitarity relation. 

Introducing T().) = l/!X()') , we find the unitarity 
relation is equivalent to 

1m T().) = !7TnK().)n-l IIQII~. 

If this relation is satisfied,then a quick check shows 
that the consistency condition (4) holds with a strict 
inequality for almost all ). and this implies that it was 
consistent to choose W* to be an isometry and to have 
IBI invertible. If we now take B;. = (IB;.12)!, where 
IB;.12 is given by the right-hand side of (3) and if we 
take 

1);. = R.e.~().) IIQII;. B-;.1 Q!, 
(2),) 

then decomposability is in fact satisfied. The unitarity 
relation therefore is equivalent to decomposability in 
(m, 00). 

. Before proceeding to further examine !X().) let us 
compute what may be interpretable as the scattering 
matrix of this modeL 

We take the following expression for the scattering 
states "Pl~): 

.,,(±) _ (')')(±) ')')(±) 1 Q(k) 
T).§ - '1"" ',U 1 

). - w(k) ± ie [2w(k)]~ 

+ (31±)lJ(s; k)lJ()' - W(k»). 
These are precisely the scattering states in the usual 

solutions except now Q(k) is not necessarily restricted 
in any way; we choose the states in this way since we do 
not know of any other possible definition. 

We thus have 

(3ii)(k) = =Fi7T1)1i) IIQII;. Q{k) + (3i±)lJ(s; k). 
(2A) 

We now make another formal assumption, namely 
we assume the resolvent is decomposable with respect 
to the scattering states. Now while this is a reasonable 
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assumption when Q is such that the conventional 
physical interpretation is allowed,it need not be reason
able in the general case; however, we make this 
assumption not knowing of any other formal way to 
determine ?Jl±'. 

Assuming (1) to hold,we find by (2) that we must 
have 

f ?JWPW(f) 

So 

= T7Tf l?Jll'1 2 O(ds) IIQII;. l2{f) + pi±'?Jit> 
(2).) 

= ±i 1m ~().) IIQII;.I2{f) + pi±'?Jit> 
(2),) 

= Re ~().) IIQII;. l2;.(f) 
(2),)* 

[Re ~().) T i 1m ~().)] IIQII;. l2;<f) = Pl±'?J~7/' 
(2).) 

Since ~().) has a cut along (m, 00) and since it satis

fies (X().) = ~(;:) t we see that Re ~().) T i 1m ~().) = 
~(). T iO), and we finally have 

?Jil' = 1 (X(). T iO) IIQII;. 12;.(8) . 
Pi±' (2).)1 

The requirement (1): lI?Jl±'1I2 = (-I/7T) 1m ~().) 
when combined with the unitarity relation yields 
after a quick computation 

IR(±'12 _ 1 
t';. - OK().)n-l). 

A computation of IB;.12 now shows that (3) is in 
fact satisfied and so we take finally 

Pl±' = [OK().)n-l).]-l. 

?Jli' = a[nK(At-l]}l~(). =f iO) IIQII;. 12;.(s). 

The scattering matrix u;.(s, 1) we now take to be the 
kernel which effects the transformation 

'1'1,' = f (lis, t)V'~t'O(d1). 
This requirement consists of two parts coming from 

the different components of V'li': 

1Jl,' = f (I A(S, 1)1Jt-' O(dt), 

i7Tt)l-" IIQI~;~{f) + [OK(A)n-lA]-*<5(s; f) 

=f(l;.(8, 1)( -i7Tt)(+')O(dt) IIQII;. l2(f) 
Al (2A)* 

+ [ilK(A)n-lA]-l(l;.(s, f). 

Assuming the first equation to hold, the second one 
can be solved for U;. to give 

(I;.(s,1) = <5(s; 1) + 27Ti[ilK().t-l).]!?J~-" \\QIIAI2/f) 
(2).) 

or, substituting the expression for 'iJl-' , 
(I;.(s,1) = des; 1) + i7TOK().t-1 

x ~(). + iO) IIQII~ l2(s)I2(1). 

Substituting this final expression into the first 
requirement, one sees that it is in fact satisfied; use 
must be made though of the relations 

~(). + iO)~()' - iO) = 1~().)12 

= -1m ~().) 2 
7TOK().)n-l IIQII~' 

?J~+' - ?Jl-' = i Im~(A)(7TOK~).)n-SIlQ\l;. 12;.. 

Let us return to the function ~().). Consider the 
region (-00, m]. We shall assume that ~().) has only 
simple poles there; as for the discrete Lee model such 
an "assumption invokes the heuristic principle that the 
analyticity domain of R;. be as large as possible while 
still remaining interesting. This assumption has a 
posteriori justification by the class of solutions it 
singles out. Nondegeneracy requires that ~().) not 
vanish at any regular point and we conclude therefore 
that rCA) should be regular off (m, 00) along which it 
has a cut. Since we know the imaginary part of r().) 
along (m, oo),the most general form for this function 
is therefore 

r().) = E(A) - g().)iOf.oo K(vt-
1 

IIQII~ dv. 
m (A - v)g(v) 

where g(v) is an entire function picked to make the 
integral converge and E()') is an entire function. 

We see that g().) can in fact be picked to be a power; 
for IIQII~ ~ q~ and K().)n-l ,...., ).n-l as ). -. 00 so that 
one can take g().) = An. This is the best possible 
choice unless Q is picked in such a way as to improve 
convergence. Let n(Q) be the best possible choice for 
a given Q; thus n(qo) = n. By the formal argument 
used for the discrete Lee model we single out the 
solutions 

rCA) = ). + (I + P n(Q'-l().) 

_ !(l).n(Q' Coo K(V)n-l \\QII! dv 
Jm (A - v)vn(Q' , 

where P is a polynomial of degree n(Q) - 1. 
The case n(Q) = 0 is the conventional solution and 

we do not discuss it any further except to note that 
our results coincide exactly with the conventional 
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ones. For no model is n(qo) = 0 since this would 
imply zero space dimension. 

The case n(Q) = I can be obtained as in the 
discrete Lee model by an infinite counterterm in T 
which in this case introduces an infinite "bare V 
particle mass." This solution satisfies positivity 
(absence of "ghosts"), normal ray limit, and analyt
icity in the whole plane save for the real physical 
singularities. We have n(qo) = I in the I-dimensional 
model and so the I-dimensional Lee model has a 
cutoff free solution obtained by an infinite adjustment 
of the bare V particle mass. 

The cases n(Q) > I have as in the discrete case 
certain distinctive features. Thus the normal ray 
limit cannot be realized and R;. can have complex 
poles. As before the polynomial P n( Q}-1 can be picked 
so that the pole residues of !X(A) on the real axis are 
positive but we do not know whether simultaneously, 
or at all, we can avoid !X(A) having complex poles. 

If we apply orthogonal methods to the NO sector of 
the Lee model,then as for the discrete Lee model we 
quickly obtain the same result as above. We take the 
decomposition <I> = C EB <1>2, where <1>2 is ~ c ~'. In 
computing T;. we are faced with the analytic integral 

f- IQ(k)12 dnk _ lex> K(vt-1 IIQ"~ 
---!..::..::...~-- - in dv, 
2co(k)[A - coCk)] m (A - v) 

which, if we perform the minimum number of sub
traction necessary, is given by 

P (A) + 1nAn (Q) rex> K(Vt-
1 IIQ"~ d 

n(Q)-l ~ 1m (A _ v)vn(Q) v, 

which then leads to the same result as before. 
The outstanding intrinsic structural property of the 

N sector of the Lee model we believe to be the unitarity 
relation 

1m 7'(A) = i7TnIC().)n-l IIQ"~. 

What other intrinsic structural properties have become 
manifest is, as in the case of the discrete Lee model, 
not very clear. 

D. Remarks 

We now discuss in greater detail our views concern
ing the various conditions. As was pointed out at the 
end of the previous section,there are many generalized 
operators that are candidates for a particular physical 
problem; different candidates lead to different resolv
ent relations and thus whether the above conditions 
can or cannot be met depends on the candidate. The 
intrinsic structural properties of the physical general
ized operator should of course manifest themselves 
most readily in a natural rigging such as the complete 

rigging or the diagonal rigging. However, even if we 
do not choose these riggings, the resolvent relations 
often still contain all the possible relevant information 
and it is thus natural to ask to what extent do the 
conditions reflect candidate independent properties. 

Whether there exists a nontrivial Hermitian resolvent 
depends on the particular candidate. For example, 
consider the operator T:f(x) ~-+ (l/i)f'(x) on either 
of two rigged Hilbert spaces (I) ~(O, 00) c ~'(O, 00) 
and (2) ~(O, 00) c V(O, 00). One easily finds in case 
(1) that there is no problem in finding a Hermitian 
resolvent. 

In case (2), however, we find that the only g-operator 
version R;. of .'It,, is 

Rd=0 

=0 

if f¥:O, 

if f= O. 

There is thus no nontrivial Hermitian resolvent. 
The difficulty here is of course that T, which is a 

bona fide operator, is not essentially self-adjoint on 
~(O, 00). This fact,however,does not show itself in 
the hermiticity condition in case (1) even though 
hermiticity does imply a relationship between the 
behavior of .'It;. in the upper and lower complex 
half-planes reminiscent of the theory of defects. 

Because of this candidate dependence of hermiticity 
it is best to use this condition in a natural rigging. 

In general one cannot expect analyticity everywhere 
off the real axis and this raises the problem of the 
physical meaning of any possible singularities off the 
real axis since these singularities will induce singular
ities in "unusual" places in various physically relevant 
objects such as the scattering matrix. This became 
apparent in the NO sector of the Lee model where 
there arose the possibility of complex poles in the 
physical sheet of the scattering matrix. The under
standing of these singularities we believe is best 
achieved by studying their structure in actual physical 
theories such as quantum electrodynamics or some 
experimentally accessible solid state phenomena. As 
such we have to wait for the development of more 
powerful methods to construct the resolvents of these 
theories. 

The use of orthogonal methods determines some 
of the analyticity properties, thus eliminating some of 

. the choices. This fact should provide an approach into 
more precise analyticity statements concerning the 
resolvents. 

The positivity requirement reflects the probabilistic 
interpretation of quantum mechanics. If A ~ J(A) is 
not a positive measure, then one could of course 
restrict oneself to a subset of IR on which it is a positive 
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measure. In this case, one is disregarding certain 
singularities which are considered unphysical. If we 
pick an R;. such that A ~-+ leA) is not a positive 
measure ,we say that the resolvent has ghosts. Positivity 
may often be impossible to achieve and similar state
ments apply to it as to the analyticity requirement. 

Some sort of requirement is needed to control the 
behavior near A = 00 and the ray limit is an attempt 
at such a control. For a bona fide self-adjoint operator 
the fact that the ray limit is I is an expression of 
the completeness of the set of eigenvectors; that is, the 
spectral projections constitute a resolution of the 
identity. The concept of completeness for generalized 
operators is elusive both mathematically and physically, 
for it is not clear whether the set of "bare" generalized 
vectors <l> + are all necessary or whether they are 
sufficient for the mathematical and physical structure 
of T. We say that the normal ray limits cannot be 
achieved in many cases. A detailed description of 
behavior near A = 00 should reflect the various 
subtractions made in constructing R;.. 

Both the nondegeneracy and the well-dressing 
conditions are somewhat ad hoc but are useful in 
limiting the choices. These two conditions also seem to 
touch upon a notion of completeness and may be useful 
in isolating such a notion. Well dressing in terms of 
analytic subtraction,however ,may be more intrinsic. 

The measure condition is of course very important 
as it stands at the foundation of any renormalization 
program. We have formulated it only with regard to 
the real singularities of R;. but in view of the possibility 
that analyticity everywhere off the real axis is in 
general unattainable it may be useful to extend it in 
some way to the complex singularities to arrive at a 
generalized operator-valued measure on the complex 
plane. This again brings in the question of the physical 
role of "unusual" singularities. 

The projectivity condition was introduced in order 
to effect a renormalization program. It generalizes the 
notion of orthonormal decomposition. 

The condition of decomposability is closely related 
to that of projectivity but is more candidate dependent: 
The rigging may not exhibit the generalized eigenstates 
necessary for decomposition. For example if T is a 
bona fide bounded self-adjoint operator having a 
purely continuous spectrum on a Hilbert space .le, we 
can consider it as a generalized operator in the rigged 
Hilbert space (.le,.le, id). In this case for A in the 
resolvent set, .'It;. coincides with the bona fide resolvent 
R;.. By the spectral theorem R;. is projective and J is 
the bona fide spectral measure. The resolvent, however, 
is not decomposable since <l> + = .le does not contain 
any generalized eigenstates other than O:I (T) = {O}. 

If, however, T were supplied with an appropriate 
rigging, the resolvent would be decomposable. De
composability is thus a useful condition only if one is 
working in a rigging which exhibits all the generalized 
eigenstates with real eigenvalues. 

We find the state of the theory as presented in this 
section very unsatisfactory for several reasons. The 
process of arriving at a resolvent R). consists of a 
search among many possibilities for those choices 
that satisfy certain requirements. These requirements 
were based on analogy and do not necessarily reflect 
in a natural way the intrinsic structure of T. What we 
need is an explicit construction of explicit mathe
matical objects rather than a search. Orthogonal 
methods provide a step in this direction but are still 
not very well formulated. Thus the present theory can 
only be regarded as provisional, giving only certain 
tools by which the intrinsic structural properties of T 
can be found and later concretized into definite 
mathematical objects which can be exhibited by 
constructive procedures. 

We believe that the following point of view should 
be adopted to attack this problem: The passage from 
T to J should be broken into two distinct stages; 
first there is the construction of the objects intrinsic 
to and uniquely determined by T, and second there is 
the choice of certain arbitrary elements which must be 
present in any physical renormalization theory. Thus 
in the discrete Lee model it appears that the residues 
-lip! of 7'(.1.) at A", is an intrinsic property while the 
choice of E(A) must be influenced by extraneous 
reasoning; likewise in the NO sector of the continuous 
Lee model the unitarity relation 

1m 7'(A) = 1/27TQK(A)n-1 IIQII~ 

also appears to be an intrinsic property. A most 
important question to ask now is the following: How 
can one derive the unitarity relation without going 
through the search procedure for the appropriate 
restrictions of the multivalued linear maps .'It;.? The 
knowledge of ~ (T) and of the unitarity relation 
should be considered as the mathematical answer 
to the formal question: What are all the appropriately 
normalized solutions to the eigenvalue problem? For 
bona fide operators the answer to this question is 
embodied in a cogent form in a definite mathematical 
object, namely the resolvent. We have used this fact 
to try to construct a theory of generalized operators 
but because of the renormalization programs we now 
see that the resolvent is not really the appropriate 
object. The second important question is: What is the 
corresponding appropriate object for generalized 
operators? 
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In view of the above discussion and in view of the 
remarks to be made later in Sec. V we believe it is now 
profitable to modify the methodology somewhat and 
instead of trying to further refine the conditions on the 
resolvent we should try to approach the intrinsic 
properties directly now that we have some idea of 
what they are. This will be our main thrust in our 
future investigations into the structure of generalized 
operators. 

The search for intrinsic objects is important in 
another respect, for they should provide an approach 
to generalized operators that are not symmetric; at 
present we do not have even a rudimentary theory for 
these. 

IV. SEVERAL OPERATORS 

In this section we would like to examine the question 
as to what extent can several generalized operators be 
treated simultaneously with respect to their structure; 
in particular, when can they be simultaneously 
renormalized to bona fide operators on a Hilbert 
space. 

There is of course the problems of candidacy: Is 
there a rigging which is natural to all operators 
simultaneously, and likewise is there a rigging which 
is adequate to all operators simultaneously in the 
sense that no information about their structure is 
lost? Since we have not pursued these questions in any 
detail even for the case of a single operator, we shall 
not pursue them in an:y great detail here even though 
as we shall see they appear here even in stronger force. 

There is here also a further complication: Given a 
set of generalized operators one may not want to 
renormalize all of them. For example, given a Hamil
tonian T expressed in terms of a free field 4>(x, 0) 
at t = 0 one would want to renormalize T but the 
field 4>(x, 0) should again be re-expressed as a general
ized operator. We shall call this the problem of 
partial renormalization of a set of generalized operators. 

The problems dealt with in this section have great 
physical significance since the physical content of a 
physical system is most often carried by a set of 
operators satisfying various relations and conditions. 

A. The Dressing Method 

In this subsection we assume we are given a renor
malizable generalized operator T on a rigged Hilbert 
space ~. We denote by'Y the renormalized rigged 
Hilbert space. We also assume that we are given in 
addition a set S of generalized operators on cI>. We 
now want to transfer the set S to'Y to get a new set S R 

of generalized operators on 'Y. In particular, in going 
from cI> to'Y we would like to know if we can preserve 

various properties such as being bona fide, being 
symmetric, being unitary, being essentially self
adjoint, and so forth. Furthermore, if S is a unitary 
group or an algebra or in general comprises some 
algebraic system, then one would like to reconstruct 
again a similar algebraic system in 'Y. 

The most elementary approach to this problem, 
which is the approach used in this section, is to use ele
mentary function theory as it was used for the concept 
of well dressing. Formally if ~ is the dressing trans
formation, then SR should be identified with ~S~-1. 
More precisely, we consider ~ as an element of 
M(~+, 'Y+) and S as a subset of M(cI>+); we then 
construct the set S R c M('F' +) by 

Sjt = {Sjt = &S&-1V&S&-1 IS E S}. 

This set constitutes the loosest possible interpretation 
of the formal set ~S~-1. As in the case of well dressing 
a more stringent interpretation may also be effective 
and at times be even more to the point but even if 
more stringent interpretations are used ,we shall still 
call the resulting set Sjt and consider these procedures 
as also part of the dressing method. 

For each Sjt E Sjt we now pick a g-operator version 
S R C Sjt and so get a set S R of generalized operators 
in 'Y. This set is obviously not unique and to further 
restrict our choices we must impose additional 
constraints. Such constraints would require, for 
example, that S ~ SR preserve unitarity, essential 
self-adjointness, or any algebraic structure that the 
set S may have. 

To see the features and problems of this method,we 
study a few examples. 

Example 22: We take T to be the multiplication by 
the (j function on ~(IR) c ~'(IR). Let S be the 
unitary group U(t) given by 

(U(t)J)(x) = I(x + t) = /t(x). 

A computation of U(t) either by the loosest method 

or by U(t) = &U(t)&-1 yields . 

U(t)h EB c = {ht EB IX IIX E C}. 

A g-operator version of U(t) is therefore of the 
form 

U(t)Rh EB c = hI EB 1X(t, h, c), 

where 1X(t, h, c) is of the form 1X1(t)h + 1X2(t)C, the IX. 
being linear functionals on L2 and C, respectively. 
Imposing isometry,we must have 11X1(t)h + lXit)cl 2 = 
1c1 2 and since h is arbitrary,we must take 1X1(t) = 0 and 
11X2(t)1 = 1. Imposing that U(t)R be a continuous 
unitary representation of U(t), we get 1X2(t) = eicot , 
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where co is real. Thus 

U(t)Rh Ee c = ht Ee i())tc 

constitutes a reinterpretation of U in 'I" in terms of a 
unitary group. 

Example 2~,: We still consider the same T as in 
Example 8, but now let S consist of the single operator 
S which is multiplication by dll = d(x - y). We find 

ST = {lXb(x - y) IIX E C}, 

S3.-1h Ee c = Sh = {lXb(x - y) IIX E C} 

and this is a closed relation; therefore I 

Li(SLi-1)h EB c = 0; 
likewise 

liST = Li{ocb(x - y) IIX E C} = O. 

In this case we have S.1{. = {O} and so S R = O. 

We have here an example of a difficulty in adequacy; 
the renormalized Hilbert space 'I" is not adequate to 
express S as a generalized operator. Roughly speaking 
the elements of 'I" _ are not "smooth enough." There 
are two possible desirable constructions one can 
pursue: (1) pass to a new rigging of '1"0 possessing 
smoother states than '1"_ in which S can be reinter
preted as a generalized operator, or (2) renormalize 
both T and S simultaneously in still a different 
Hilbert space. We shall carry through both of these 
programs in the Sec. IVC but for now we proceed 
with more examples in which S is a set of bona-fide 
operators. 

Example 24: Consider now the discrete Lee model. 
We take the case when {Jk is not necessarily -1 (p~ . 
Let now U(t) be the one-parameter group 

(U(t)j)n = ei())nYn' Wn E IR. 

A computation of LiU(t)3.-1 gives 

U (t).1{.( o/v, o/k) = {( 'Pv, eiWko/k) I 'Pv E C}. 

Any unitary group of the form 

(hv, hk ) -- «W(t)h)v, ei())kth k ) 

can be taken for U(t)R ,where Wet) is unitary on L2(N, 
IItD. Thus, in case (Jk = -1{ p: the dressing method is 
so coarse that any unitary group in 'P can serve as 
U(t)R' 

Example 25: On C Ee ~(IR) c C Ee ~'(IR) let Tbe 
given by Tio <:Bh{k) = 0 <:B IXb(k)h{k). A simple 

computation now shows that we have a solution 
'I" = (C Ee V(IR) EB C, C EB V(IR) EB C, id), 

11/0 EB/1 EB cll 2 = 1/012 + 11/1112 + {J 1e1 2
, (J > 0, 

TRio <:B h <:B c = 0 EB 0 Ee AoC, 
6.10 EB h = 10 EB 11 EB h(O). 

Let S now consist of the "creation" operators 
a+(g): 10 EB 11 (k) ~ 0 EB fog(k) and "annihilation" 
operatorsa(g):/o Ee/1(k)-- (g,/1) EB 0, whereg E~, 
g real, and (".) is the V inner product. A com

putation of S.1{. = 3.83.-1 now yields 

a+(g).1{./o Eeh Ee c = {O EB/og(k) Ee oc IIX E C}, 

a(g).1{./o EB 11 EB C = {(g,/1) EB 0 Ee IX I oc E C}. 

We now notice the following feature: If we pick 
a+(g)R c a+(g).1{. and a(g)R c a(g):R. and insist that 
the two operators be formal adjoints of each other, 
we would get a smaller number of answers than if we 
had picked just any a+(g)R c a+(g).1{. and then taken 
a(g)R to be the formal adjoint. In other words, if S 
can be generated from a subset ~ by certain generating 
procedures, then,computing first ~ R and then obtaining 
S R by applying the same generating procedures, we 
would in general get a different answer than if we had 
computed SR directly; this is so even when the set SR 
must satisfy algebraic relations. Still a different 
answer would in general be obtained if we chose a 
different generating set ~'. This situation is in principle 
expected but the dressing method does not allow 
much further elucidation. 

We shall not pursue the dressing method further 
since it is very elementary and can give only a very 
coarse view. It is helpful nevertheless in pointing out 
certain features of the theory of several operators. 

B. Remarks toward a General 
Multiplicity theory 

For a set of bounded bona fide operators the 
relevant multiplicity theory studies the von Neumann 
ring generated by this set. The spectral theorem in its 
greatest generality expresses a von Neumann ring as a 
direct integral of factors over the spectrum of its 
center. This theory has a strong algebraic character 
which however is intimately related to certain topo
logical consideration. For the case of generalized 
operators we have to repiace the study of .'B(Je), the 
set of bounded operators on a Hilbert space Je, by the 
study of appropriate subsets of M(<II+), the set of 
linear relations on a rigged Hilbert space <II. There is 
little hope yet for achieving a mostly algebraic theory 
for even in the case of a single symmetric generalized 
operator T the passage from T to the generalized 
spectral measure J required analytic considerations. 
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Possibly when the intrinsic structure of generalized 
operators is well known,one could develop an algebraic 
theory of several operators in terms of the intrinsic 
objects, thus bystepping the analytic considerations 
needed to pass to the generalized spectral measure. 
We cannot pursue this possibility not having an 
intrinsic theory; however I if we assume that starting 
with a set of symmetric generalized operators we have 
somehow picked the appropriate generalized spectral 
measures, we can ask whether any form of a multi
plicity theory can be constructed from this material. 
The rest of this subsection contains an investigation 
of this possibility. 

A bounded self-adjoint operator S will be called a 
hemiprojection if the spectrum of S is contained in the 
points 0, 1, and 1. Therefore,if S is a hemiprojection, 
then S = E(l) + lE(t), where E(l) and E(t) are 
orthogonal projections and E(l)E(l) = 0; moreover, 
any operator of this form is hemiprojection. 

Let now J and K be two positive generalized opera
tors. We say that the unordered pair {J, K} is projective 
if both J J+K and KJ+K are hemiprojections. This is a 
generalization, as we shall see, of the notion of a 
projective pair when one of the generalized operators 
is larger than the other. 

Let {J, K} be a projective pair. We now have 

JJ+K = EJ(l) + tEAt), 

KJ+K = EK(l) + tEK(t), 

1 = JJ+K + EJ+K = EA1) + lEAt) 
+ EK (1) + tEK(t)· 

Multiplying this last expression for 1 by EAl), 
EAt), EK(1), and EK(t), respectively, we get a set 
of four equations which can be immediately ex
panded to eight by taking adjoints; we make use of 
four of these: 

(1) lEAt) = EAt)EK(1) + tEJ(t)EK(t), 

(2) tEK(t) = EK(t)EAl) + tEK(t)EJ(t), 

(3) lEAl) = EK(l)EJ <t) + tEK(!)EJ(i), 

(4) EAl)EK(1) + tEAt)EK(l) = O. 

Multiplying (3) on the left by EK(l), we conclude that 
EK (1)EAl) = 0, which combined with (4) yields 
Ex (1)EAl) = O. A combination of (1) and (2) now 
gives EJCl) = ExC!-)EJW = EKm so that Exet) = 
EAt) = E(l), where the last equality is. a definition. 
We now conclude 

1 = EAl) + EK(l) + E(l) 

and by Lemma 2 of Sec. III this is an orthonormal 
decomposition. Let us now prove the following useful 
fact: 

Lemma 6: If J ~ K,then {J, K} is a projective pair 
if and only if J ~ K is a projective pair in the sense of 
Sec. III. 

Proof" We first prove the necessity. Since J ~ K,we 
must have JJ+K ~ KJ+K or EAI) + teet) ~ 
EK(l) + tE(t),which is possible only if EK (1) = 0 
in which case KJ+K = tEet). Now HJ and HJ+K 
are isomorphic since J-Cauchy and J- equivalence 
implies by virtue of J ~ K, respectively, (J + K)
Cauchy and(J + K)-equivalence.Thus, PJ.J+K has a 
bounded inverse 

We have PKJ = PK.J+KPJ~J+K. Consider now the 
map (J:HJ -- HJ given by PJ.J+KE(t)PJ~J+K; then 
clearly (J2 = (J and furthermore 

(~Jg, PJ.J+KE(l)PJ~J+K~Jf)J 
= (PJ.J+K~J+Kg, PJ.J+KEm~J+Kfh 
= (~J+Kg, tE(t)~J+Kfh+K 

= (tE(t)~J+Kg, ~J+Kf)J+K 

= (J J+KE(t)~J+Kg, ~J+Kfh+K 

= (PJ.J+KEm~J+Kg, PJ.J+K~J+xfh 

= (PJ.J+KEmPJ~J+K~Jg, ~Jfh 

shows that (J* = (J and thus (J is an orthogonal pro
jection. We now have 

11(J~JfII~ = IlpJ.J+KEmpiJ+K~Jfll~ 
= IlpJ.J+xE(l)~J+Kfll~ 
= II [EJCl) + tE(t)]E(l)~J+KfllhK 
= IItE(t)~J+KfII~+K 
= IIKJ+K~J+Kfll~+K = II~KfII~ 

and so KJ = (J and J ~ K is a projective pair. 
We now prove the converse in much less detail but 

in the same spirit. 
If J ~ K and KJ is a projection, then HJ+K can be 

identified with H J by introducing a new norm 
IIhIlJ+K = 11(1 + KJ)hIl J · In this way the subspace 
KJHJ becomes identified with a subspace :F J+K C 

HJ+K . Let FJ+K be the projection onto this subspace; 
then it is clear that KJ+K = iFJ+K and JJ+K = 
(1 - FJ+K) + tFJ+K and so {J, K} is a projective 
pair. 

Introduce now the maps J A K:<I>_ -- <I>~ and 
J v K: <1>_ -- <1>':" by the relations 

(g, J A Kf) = (~J+Kg, tECt)!l.J+K/h+K' 
JVK=J+K-JAK. 
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We have 

(g, J v Kf) = (~J+Kg, [EJ(l) + EK(l) 

+ !E(!)]~J+K/)J+K· 
We shall assume that J A K and J V K are in fact 
generalized operators; this is certainly true in all of the 
concrete rigged Hilbert spaces considered so far 
such as d c d', ~ c ~', Je c Je, and direct sums of 
these. 

One clearly has J ~ J A K, K ~ J A K, J ~ J V K, 
K ~ J V K and furthermore all these pairs are 
projective. This latter contention is in fact quite clear 
but it can be proven in detail using the methods of the 
lemma above. 

Finally if J ~ K and {J, K} is projective, then 
J V K = J, J A K = K. 

A set S of positive generalized operators is said to be 
projective if every unordered pair {J, K}, J E S, K E S, 
is a projective pair. 

We say that a set S of positive generalized operators 
is projectively closed if whenever J, K E Sand {J, K} 
is a projective pair, then J V K E S. By assumption the 
set of all positive generalized operators is projectively 
closed. The intersection of any number of projectively 
closed sets is projectively closed. The intersection of 
all projectively closed sets containing a given set S will 
be called the projective closure of S and denoted by Spr. 

The set S will be called spectral if its projective 
closure is projective. Notice that if S is spectral,then 
its projective closure is directed for given J, K E spr 
we have that {J, K} is projective and J V K E spr but 
J v K ~ J, J v K ~ K. By Lemma 6 we see that spr 
is a projective net and so defines a renormalized 
Hilbert space 0/ s = .... Iim <I> K' where <I> K = (H K , 
H K, id) and K E Spr. The set S is now renorinalized to 
a set of commuting projections in 0/0. We also have the 
dressing transformation ~: <I> _ -.0/+. 

Let now 13 be a set of symmetric generalized opera
tors. We assume each T E 13 has a (positive) generalized 
spectral measure J T: A --- J T(A). We then say that 
the set 13 is spectrally commutative if the measures J T 

can be picked such that the set S = {J T(A) I T E 13, 
A E 2l~} is spectral. A spectrally commutative set can 
be simultaneously renormalized and exhibited by 
means of a set of bona fide mutually commutative 
spectral measures ET : A --- ET(A). 

We give two examples: 

Example 26: On ~(IR) c ~I(IR) we consider the 
two generalized operators 

(Tf)(x) = /(O){) (x) , 

(S/)(x) = /(1){)(x - 1). 

This is the same as Example 23 with y = 1. We take 
the following two generalized spectral measures 

JT(A)/ = XA(O)/ + PIXA(AI){)(X)/(O), 

Js(A)/ = XA(O)/ + PsXA(As){)(x - 1)/(1), 

where AI, As, PI' Ps E IR, and Pi ~ O. 
Either by direct apprehension or by a simple 

computation one sees that any pair {JT(A),]s(B)} is 
projective, that 

JT(A) V Js(B)/ = XAuB(O)/ + PIXA(AJ{)(X)/(O) 

+ PsXB(As){)(x - 1)/(1) 

and that the set of all generalized operators formed. in 
this way is projective and projectively closed. Thus 
{T, S} is spectrally commutative. We have 0/ = 
(P(IR) EEl C 2, V(IR) EEl ([:2, id) with 

11/$ a $ blls = II/II~ + Pllal s + P21b1 2
, 

~/= /$/(0) EEl/(l), TR/EEl a EEl b = 0 $ Ala EEl 0, 

SRfEEl a EEl b = 0 EEl 0 EEl Asb 

and this accords precisely with the formal picture. 

Example ~7: We again consider ~(IR) c ~'(IR) 
and the following two generalized operators: 

(Tf)(x) = f(O) t5(x) , 

(Pf)(x) = (l/i)!' (x). 

This corresponds to Example 22 but we have now taken 
the generator of the group U. 

For the generalized spectral measures we take 

JT(A)/= XA(O)! + PXA(Ao)f(O)t5(x), 

B ~ 0, p, Ao E IR, 
Jp(A)f = :F-IMl./F/, 

where :F is the Fourier transform and Ml.A is the 
multiplication by the characteristic function XA. 

If we note that XA(O)! = XA(0):F-1Ml.
lR 

:F/, then 

one can see that any pair {JT(A), Jp(B)} is projective, 
that 

JT(A) V Jp(B)!= :F-1Bmax(1.A.(O).l.B):F/ 

+ PXA(Ao)!(O){)(x), 

and that the set of these operators is projective and 
projectively closed. 

We have 0/ = (V(IR) EEl <C, V(IR) EEl <C, id) with 

II/ EEl cll s = II/II~ + P /cIS, 

!:J../=/EEl!(O), TR!EEl c = 0 EEl .loc, and PR/EEl c = 
(P!) EEl 0 = (IIi)!' EEl O. Thus PR generates the unitary 
group U(t)! EEl c = /(x + t) EEl c. This is one of the 
groups found in Example 22. 
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In case the set lJ is not spectrally commutative/then 
the set 8 = {JT(A) I A E m~T E lJ} is not spectral and 
therefore lJ cannot a priori be simultaneously re
normalized by means of a commuting set of spectral 
measures. One would like to have, however, an 
analog of the reduction theory of rings of operators 
and in our case this now involves the foHowing 
problems: 

(1) The set 8 above is a candidate for renormaliza
tion to a set of not necessarily mutually commutative 
orthogonal projections. Is there any way of specifying 
to what extent a set of positive generalized operators 
is a candidate for renormalization to a set of orthog
onal projections? 

(2) What are the relationships between the re
normalization and reduction programs? 

(3) In the case of partial renormalization one can 
relax the condition that all the generalized operators 
be positive; in this case one renormalizes a certain set 
of positive generalized operators and wishes to retain 
a certain other set as a set of generalized operators 
on an appropriate rigging of the renormalized Hilbert 
space. How is the renormalization procedure modified 
in this case and how is the appropriate rigging to be 
effected? This again brings up the probl~ms of 
adequacy. 

These questions are interrelated and so the following 
discussion will not treat them in complete isolation. 

Let us first approach the problem of adequacy. If 
we are given a set lJ of generalized operators and a 
spectral set 8 of positive generalized operators, then 
inductive limit theory provides us with a reinterpreta
tion of each element S of 8 as an orthogonal projection 
SR in 'Yo but it does not supply us with a reinterpreta
tion of an element T E lJ. One of the problems 
connected with this is that the elements of <I> -s = H s 
of the rigged Hilbert space (Hs , H s , id) and the 
elements of 'Y _ of the inductive limit may not be 
sufficiently "smooth" to reinterpret T. This was the 
situation encountered with Example 23. We want to 
pass to a different rigging of 'Yo and we here attempt 
to do this by constructing a different system of rigged 
Hilbert spaces 0 8 with 0-s c: Hs but consisting of 
vectors "smoother" than an arbitrary vector of H s. 

Let <l>i!" = <1>_ and, having defined <I>~' c: <1>_ ,we 
define <l>M'+l1 c: <1>_ by 

<l>k"+1' = {J E <l>1n' I QSTA.Tf E A.T<I>\;" for all T ~ S} 

and let 0_8 = n~=o A.s<l>knl. 
We now show that,for T ~S,rTs0_s c: 0_T . For 

n ~ 1, let/M" E <I>~' be such that A.sI's' = {s E 0-s ; 
we have 

r - I\. f(n, - Q I\. f(n' 
rTS~S - rTSuS s - STUT S , 

but by definition 

QSTA.Tfkn
' = A.Tg~-l), g~-l) E <I>~-l), 

so rTS{S = A.TgT-1 and so 

00 

rTs's E n A.T<I>~) = 0_T . 
n=O 

Now 0-s need not be dense in Hs and the only time 
in which this procedure will work is when 0_8 is 
dense in H8 for a co final subset 80 of 8. Let us assume 
this is the case and we shall discuss this possibility 
later. 

Let Is c: Hs be the space VT>S PST0_T , that is, 
the linear span of the spaces PST0=T c: Hs. We have 

PSTIT c:Ys . For 'f}E1s, 'E0_s set (1},OS= 
('f), ')s, the last inner product taken in Hs. Thus, 
0-s can be considered as a space Es of antilinear 
functionals on IS' Let 1 +s be the space of Cauchy 
sequences of Es with respect to the pairing of 18 
with 0_8 and let js be the canonical inclusion 
o -s c: 1 +s. We endow 1 +s with the weak+ topology 
with respect to its pairing with 0-s . We now show 
that rTs:0_s -4-0_T is continuous with respect to 
the topologies obtained from the I+S. I+T by 
restriction. Indeed for A.Tg E IT and A.sI E 0-s we 
have 

(A.Tg, rTSA.SJ> = (A.Tg, QSTA.Tlh 

= (PsTA.Tg, PSTA.T/)S = (A.sg, A.sI)s, 

but A.sg E Is so rTS is in fact continuous in the stated 
topologies. We can therefore extend rTs to a map, 
again called rTS, from l+s to I+T . By continuity we 
still have the transitivity relations rTSrSp = rTP' 

The triple (0-s , l+s,js) is not necessarily a rigged 
Hilbert space, the only difficulty being that there may 
be elements in 1 +s which vanish on all elements of 
0-s . One can introduce the space 0+s which is the 
space of equivalence classes of 1 +s with respect to the 
equivalence relation that 'f} is equivalent to " 'f}, 
, E 1 +s if and only if 'f} - {vanishes on all elements of 
0-s . Since no subspace of a Hilbert space has an 
element orthogonal to this given subspace, we see that 
0 s = (0_s , 0+s ,js) is a rigged Hilbert sRace and in 
case S E 80 , 0 s is a rigging of H s. The difficulty with 
introducing 0+s is that the map rTS does not map 
equivalence classes into equivalence classes. Thus, 
{0s } is not an inductive system of rigged Hilbert 
spaces. This is,however,only an apparent impasse,for 
a detailed examination of the inductive limit con
struction shows that the triple (0-s , I+S,js) can be 
used with appropriate modifications. We now give 
these modifications. 
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As before we call the map rTS: 0-s -+ 0_T by k_TS 
and the extension rTs:1+s-+ l+T by k+TS ' 

We note that (IF4) is satisfied, for if f E 0-s , 
¢ E l+s. then there is a sequence ¢'" E Es which 
converges weakly to ¢. We have,for T ~ S, <f, ¢n)S = 
(rTsf, rTS¢n)T, which by continuit:y of rTS implies 
that (f, ¢)s = (k-TSf, k+TS¢)T' 

Property (IFS) is now modified to the following: 
The map (LTS)': l+T -+ 0-s' defined by 

<f, (k_TS)' ¢)s = (k-TSf, ¢)T 

maps l+T into 0~s. We prove this: Let ¢n E Es be a 
sequence converging weakly to p; then 

(k-TSf, ¢)T = lim (k-TSf, ¢nh = lim (rTsf, Pnh 

= lim (j, PST¢ • .)S; 

but PST¢n E Is so that f ~ (j, PST¢n)S is a func
tional in 0+s and since the above limit exists,we have 
that f ~ (k-TSf, p) is a functional in 0~s. 

We now want to define a rigged Hilbert space A 
which is in some generalized sense an inductive limit 
of the system {(0-s , l+s,js)} for S E 80 , 

For A_ we take as before .. ..Jim 0-s , an inductive 
limit of complex vector spaces. As before,the canonical 
maps k-s: 0-s -+ A_ are inclusions. 

Again as before,we take for A+ that subspace of A'
each element of which when restricted to k-s0-s is an 
element of 0~s. The canonical restrictions r s: A+ -~ 
0.+s are therefore again defined. 

The definition of k+s: 1 +s -+ A+ proceeds as before 
but we now do not have that k+s is an inclusion. What 
we do have is that k+s does not annihilate any nonzero 
element of Es,for if pEEs and k+sp = O,we have,for 
allfE 0-s[k-sf, k+sp) = (f, ¢)s = 0 and so ¢ = O. 

The linear maps Is and the linear map j are defined 
as before. These maps are in fact inclusions by the 
result of the previous paragraph. 

As before,the quadratic form f~-+ (f,jf) on A_ is 
positive definite and this also follows by the above 
mentioned property of k+s. 

The proof that Ao c A+ is the same as before and 
concludes the construction of A as a rigged Hilbert 
space. 

The next question is: In what way can A carry a 
generalized operator T if T¢:. 8? If S E 0_s andfisa 
representative of ~ in <1>_, then Tfneed not necessarily 
be in any sense an element of l+sihowever, one can 
ask whether this situation holds in the limit in the 
following sense: Let I, [' E A_ithen each has a repre
sentative L S' in ELs , 0-s' respectively; for R ~ S, 
R ~ S' let rRSS and rRSS' have representatives f and 
f' in <1>_, respectively. One can now ask whether the 
lim R <I', Tf) exists and whether it is independent of 

all the choices involved. If this be the case I then we 
call this limit (1', TAl) and T then defines a map 
A_ -+ N .... In case TAA_ c A+,then TA is a general
ized operator on A and we say that T is expressible 
in A. We note that each S E 80 is expressible and 
SA=EsIA_. 

We give some examples. 

Example 28: Let 8 be given by the generalized 
spectral measure for the multiplication by the lJ 
distribution 8 = {J(A)}AE$' where 

Eventually both XA(O) and XA(Ao) are 1 and so we 
consider this case. We have HA = L2(1R, dx) EB C, 

IIi EB ell~ = IIil12 + Plel 2 

and AAf = f EB f(O). If B ::::l A, then one easily sees 
that QAB = I and so <1>1) = <1>_ and thus 0_A = 
{fEBf(O)lfE~} and consequently lA = 0_.4 , We 
now have that l+A = 0+A = ~' EB C modulo, the 
equivalence relation ,......, by which ¢ EB a ,..., T EB b if 
¢ - T = P(b - a)b;JA is given by definingjAfEBf(O) 
to be the equivalence class of f EB f(O) in 1 +A' The 
rigged Hilbert space A is therefore identical with any 
one of the triplets (0_A , 0+A , jA)' The Hilbert space 
Ao is indeed 'Yo = P(IR, dx) EB C, where hEBe is 
taken as an element of A+ by considering its equiva
lence class in ~' EB C; this inclusion is well defined, 
for there is only one representative ¢ EB a of this 
class in which ¢ E P. 

Now let I = f EB 1(0), l' = g EB g(O) ,both being 
elements of A_ and let The multiplication by lJ(x - y), 
y ¥: O. Then for A such that XA(O) = 1 = XA(Ao),fis 
the unique representative of I and g is the unique 

representative of l' and (g, Tj) = g(y)f(y),which is 

independent of A and in fact g ~ g(y)f(y) defines 
an element of A+ given by the equivalence class of 
f(y)b(x - y) EB O. Thus T is in fact expressible in A 
with TAfEB f(O) being the equivalence class of 
f(y)lJ(x - y) EB O. 

Suppose now that y- = OJ then (g, Tj) = g(O)f(O) 
and,as before,TA exists with TAfEBf(O) being the 
equivalence class of f(O)lJ(x) EB O. Note now,however, 
that this equivalence class also contains the repre
sentative 0 EB (l/{3)f(O) so TAf EB f(O) E' Ao and TA is a 
densely defined bona fide operator; this operator is 
bounded on its domain and its continuous extension 
to Ao is 1/ P times the projection onto the direct 
summand C. 
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Now J is in fact the generalized spectral measure of 
T and so it is of interest to compare T 11. with T R . 
We note that TJI. = TR if and only if liP = ,10' Is 
there any way to understand this relation? We recall 
that according to the formal picture Tis 15(0) times the 
projection onto the subspace generated by the delta 
function. The renormalization procedure "renormal
izes" 15(0) to ,10 and makes the 15 function into a new 
discrete state of norm 11.JP. Now the formal norm of 
t5(x) is 

//15// = (I!5(X)2 dx f = [!5(O)]t 

and so the 15(0) here is "renormalized" to liP. The 
condition liP = ,10 therefore equates these two 
"renormalizations" of 15(0). The condition TJI. = TR 
relates the "renormalizations" of divergent expressions 
occurring in formal inner products with the ones 
occurring in the formal eigenvalue problem. This can 
be seen to be in a sense true in general,for the con
struction of T 11. is related to the inner products in the 
Hilbert spaces HA which are related to formal inner 
product calculations while T R is by construction more 
sensitive to the formal eigenvalue problem. Note that 
for ,10 < 0 we would be forced to introduce an 
indefinite metric P < 0 if we were to insist on the 
equality TJI. = TR . The precise relationship of TJI. to 
T R is of course a very intriguing question which we 
further explore in another example below. 

As a final observation we note that if we were to 
renormalize TJI. for y = I, then we would get the 
results of Example 25 where now (TJI.)R corresponds 
to SR of that example and the TR of that example 
corresponds to expressing the bona fide projection 
/ EB /(0) ~--+ 0 EB ,10[(0) on the new rigged Hilbert 
space A' constructed from A in the same way that A 
was constructed from Q>. One can thus break the 
renormalization procedure into several stages of 
partial renormalization. 

Example 29: Let Q> be the rigged Hilbert space 
~(IR) c ~/(IR) and let S be the set of projections 
which are multiplications by XA(X) where A is a 
closed interval. HA is of course V(A, dx) and /).A/ = 
XAf We have <1>2) = {fE i>(IR) I QABXBf E XBi> for 
all B ::::> A}, but QABXBf = XAf and so Q>2) = ~(A); 
therefore, Q>.~;> = ~(A) and so 0_A = ~(A). Clearly, 
1 A is the set of all complex-valued functions on A that 
can be extended to a COO function on a neighborhood 
of A, l+A is then {r E ~/(IR) I supp (r) C A} and 
0+A is ~/(IR) n ~/(A). The rigged Hilbert space A is 
again ~(IR) C ~/(IR) and so A = Q>. If now I, I' E 

A_, then these have representatives I and f' in some 
~(A) c Q>_ and these representatives are unique; thus, 

if T is any generalized operator, then <f', Tf> is 
eventually independent of A and in fact defines a 
generalized operator in A which is identical with T. 

The above two examples illustrate that the rigged 
Hilbert space A possesses very natural and elegant 
properties; however, a note of caution must be added 
here. The question of rigging is of great importance 
here: One must be able to pass to a rigging in which 
there exists a cofinal set Se and which is otherwise 
adequate for the expressibility of other generalized 
operators. Candidacy problems therefore begin to play 
an even more important role here than for the theory 
of a single generalized operator. 

Example 30: We here want to examine the conse
quences of imposing, up to domain considerations, 
the equality TJI. = T R on Example 18 of Sec. III. We 
are working on ~(IR 2) c ~'( IR 2) with T being 
multiplication by t(x)t5(y) where t E Coo. In Sec. III 
we found that,for A :;e 0, 

R;J= 1f + t(x) Ir;.(x, z)f(z, 0) dz!5(y), 

where t(x)r;.(x, y) = t(v)r.l(y, x) and weak diagon
alizability requires r;. to have support on the set 
{x = y}. Assume for the sake of this example that 
J(rR) exists so that 'Y = (HrR , H rR , id); if r;. is 
then sufficiently well behaved, H rR will be given by 
HrR = V(1R2) EB H/{, where H/{ is the completion of 
Coo [supp (t)] with respect to the inner product 

(J, g)/{ = I f(X)K(X, y)g(y) dx dy, 

where K is a positive kernel with support in {x = y} n 
[supp (t) x supp (t)] and where by definition IE 
COO [supp (t)] if it has a Coo extension to a neighbor
hood of supp (t). The dressing transformation will 
then be given by /)./ = / EB lex, 0). The construction 
of A is now straightforward and we clearly have 
A_ = {fEB/ex, 0) E ~(1R2) EB Coo (supp (t»} = /).Q>_ 
and A+ is given by the sequential weak+ completion 
of this with respect to the inner product (', .)". Now 
T R is given by T R = 0 EB T/{, where T/{ is obtained 
from t(x)r;.(x, y) by the renormalization procedure of 
~ec. III; on the other hand, TJI. is given by 

TJEBf(x, O) = t(x)!5(y)fEB 0, 

which will equal T R if and only if 

f g(x, O)t(x)f(x, 0) dx = (g(x, 0), TJ(x,O»/{ 

for all g E i>(1R 2). This equality greatly limits our 
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choices for r A and brings us closer to the "desirable" 
answers of Sec. III. Among the allowed choices is now 
of course rA(x,y) = [1/t(x)]XslIPpw(x),8o(x - y)/[2-
,8t(x)] , where ,8 > 0 but other choices are also 
possible such as allowing .8 to depend on x. Notice 
that the .8 in the numerator of the above expression 
corresponds to a "renormalization" of a formal 
divergent inner product while the .8 which stands in 
front of t(x) corresponds to a "renormalization" of a 
formal eigenvalue. The condition TA = T R thus again 
relates the two formal considerations but whether 
such identifications are in fact desirable is not here 
clear. 

Example 31: On 2)(rR) c 2)'(rR) let S consist of the 
single generalized operator S which is multiplication 
by the b function. We have immediately Hs = c, 
t1s f=f(O), 0_s =C, Ys=C and so A=(C, 
C, id). If I, l' E A_, then any f, I' E <1>_ with f(O) = I, 

1'(0) = I' are the respective representatives and if T 
is any generalized operator 1 <I', Tf) is independent of 
the choice of representatives if and only if T is pro
portional to S. This is an extreme example in which no 
operator other than one in the linear span of S is 
expressible in A; the source of the difficulty is more
over not in the choice of rigging. We have not there
fore completely solved the problem of adequacy. 

Concerning the construction of A some comments 
are now in order. In the first place the construction of 
0-s and subsequently of A makes no use of <1>+ 
except indirectly through the use of the set S; thus the 
construction does not entirely reflect the properties 
of the original rigged Hilbert space <1>. We do not 
believe this to be a major drawback since <1>+ is usually 
no larger than the 'UJ+ sequential completion of <1>_ 
with respect to the sesquilinear form f, g ~ (j,jg) 
and so <1>+ is closely related to <1>_. The second com
ment is that the construction of A involves only the set 
S and makes no reference to 1':) so that to have T E 1':) 

expressible in A is still partly an accident. As Example 
3.1 points out,this problem of adequacy still remains 
even after the problem of constructing a sufficiently 
"smooth" rigging of 'Yo has been solved. 

We now turn to some other considerations. Let S 
be a set of positive generalized operators which is to be 
a candidate for renormalization to a set of orthogonal 
projections. What we mean for S to be renormalizable 
is that there is a spectral set !J' such that for all J E S 
there is aPE ij'pr such that P ~ J and the pair is 
projective. We first note that if now P is any element of 
ij'pr such that P ~ J, then this pair is projective, for 
since !J' is spectral there is now an element S E f pr 

such that S ~ P, S ~ J and both pairs are projective. 
Since J ~ P,we have Js ~ Ps,and since both are 
projections,we have JsPs = Js ; therefore 

IlpJsrspt1pfllJ = IlpJsPs t1sfllJ = IIJsPs t1sflls 

= IIJs t1s flls = II t1JfIIJ 

and we conclude that PJSrSP = PJP and finally 

J p = pjPPJP = r~pPJSPJSrSp = ppsJsp~s' 
which implies that 

J~ = ppsJsp~sppsJsPPs = ppsJsPsJsp~s 
= ppsJsp~s = J p 

and P ~ J is projective. We can now renormalize 
every element J E S to an orthogonal projection J R in 
'Yo:!" where 'Y:!, is the renormalized Hilbert space of 
the spectral set ;I'; namely, we set JR'Yo = kpJpHp 
for any P ~ J, P E f pr. We thus obtain a set SR of 
orthogonal projections on 'Yo and we can ask in what 
way is the set SR unique. A partial answer is provided 
by the following: 

Theorem 2: Let the set S be renormalized by two 
spectral sets !J' and !J" to the respective sets of orthog
onal projections SR on 'Yo:!' and SR' on 'Yo:!,', Let S 
and S' be the closed linear spans of SR'YO:!' and SR''YO:!,'' 
respectively and furthermore if :F c S is any finite 
subset of S,let Sj< and S;;. be the closed linear spans 
of:F R'YO and:F R''YO' respectively. 

There exists a densely defined operator W: S ~ S' 
satisfying the following properties: 

(1) The domain of Wis the linear span of Uj<c8 Sj<; 
(2) W is bounded on each Sj<; 
(3) W is an isometry on each J RS; 
(4) W intertwines J Rand J R'; that is, WJ R :J J R' W. 

Proof' We first define Won a dense subspace Dj< of 
each Sj<. Let :F = {Ji }i=1. .... N and pick P E ~pr and 
P' E ij"pr such that P ~ J i , P' ~ Ji . Let 

N 

h = 2 (Ji )Rkp t1p fi i 
i=1 

then we define Wh by 
N 

Wh = 2 (J')R,kp,t1p'/;,. 
i=1 

To show that Wis well defined,let 0 = 2 (Ji)Rkpt1pf;; 
then for all g E <1>_ we have 

0= (kpt1pg, 2 (Ji)Rkpt1p/;> 
= (t1pg, 2 (Ji)pt1P /;) = (g, 2 J;Ji) 

and therefore 2 J;Ji = 0; a similar argument now 
shows that 
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and so W is well-defined. Now for J E 8 we have 

IIJRkp~pill = IIJp~pillp = (i,Jf) 
= IIJ p'~p'illp' = IIJ R,kp'~p.fll 

and so W can be extended to an isometry on each J RS, 
From this it follows that W can be extended to a 
bounded operator on each S since the bound of W as 
defined on D:F now depends only on the angular 
relationships among the closed spaces {JR,S}Je:F and 
{J R,S'}Je:F' The other contentions of the theorem are 
now obvious. 

The above theorem is quite simple but it provides 
important insights. One should note for example that 
W need not be an isometry nor need it be bounded. 
To construct examples of such, we first note the 
following: 

Lemma 7: In (Je, Je, id) if 8 is any set of orthogonal 
projections such that whenever J, K E 8, J:;6. K, we 
have J (\ K = 0, then 8 is spectral. 

Proof: Let::; = {Fi}i=l, .... N and ::;' = {Fni=1 ..... N' 

be two finite subsets of 8 and let F = L Fi , F' = 
L F;. we show that {F, F'} is a projective pair. 
Consider the eigenvalue equation 

Ff = J..(F + F')f, 

wherefE (U Fi U U F;)Je. We have 
N N' 

L (1 - J..)Fd + L (- J..)F;f= O. 
i=1 ;=1 

Let {G;};=1 ..... M be::; (\::;' and let L denote a summa
tion which leaves out the G;. Then we have 

, , M 

L (1 - J..)Fd + L (-J..)FU + L (1 - 2)')Gd = 0 
i=1 

and so by hypothesis we must have 

(1-A)Fd=0, Fi :;6.G i , 

( - A)Fij = 0, F;:;6. G i , 

(1 - 2A)Gd = 0, 

and so if f:;6. O/we must have either A = 1, ;, = 0, 
;, = t, and {F, F'} is a projective pair. This shows 
that spr is given by {LF,-e:F Fi }:FC8' where r is any 
finite subset of 8 and thus 8 is spectral. 

Example 32: Consider (Je, Je, id) and let {h«}«eA 
be any linearly independent set of vectors of norm 
one. Let 8 = {Ih«) (h«i}«eA; then 8 is spectral by the 
above lemma. Let {J' be the spectral set consisting of 

the singleton {I} and let {J" = 8. Let {e«}«e.A be an 
orthonormal set in an abstract Hilbert space of 
dimension cardinality of A; then W is, up to domain 
considerations, equivalent to the operator f ~ 
L e«(h«,f) for fE S, which clearly need not be an 
isometry nor be bounded. 

It would be instructive to know to what extent one 
could prove the converse of the Theorem 2, namely if 
8 is renormalized by a spectral set {J' to a set of orthog
onal projections and if V is an operator on Staking 
values in a Hilbert space Je and satisfying conclusions 
(1)-(3) of the Theorem 2, does there exist a spectral 
set {J" renormalizing 8 to a set of orthogonal pro
jections such that V is equivalent to the operator W 
whose existence is asserted by the theorem? At 
present we can only give a partial answer; namely, if 
V is bounded and invertible on 'Yo and is an isometry 
on each J R 'Y o,then the answer is yes, for we need only 
then take {J" to be the set of all generalized operators 
given by the sesquilinear forms f, g ovv--+ (Vkp~pg, 

Vkp~pf) for P E {J'. This example covers sufficiently 
many cases to show that the set {J' is far from unique. 

Let now 8 be spectral and so we can take {J' = S; 
suppose now that {J" also renormalizes 8 to a set of 
commuting projections; then it is readily seen by its 
very construction that W is an isometry. Thus, a spec
tral set can be renormalized to a commuting set of 
projections in essentially a unique manner. Conversely, 
if 8 is renormalized by {J' to a set of commuting pro
jections, then S is spectral. To see this,one needs only 
show the following easily proved fact: If P ~ J, 
P ~ K are projective pairs and Jp and Kp commute, 
then {J, K} is a projective pair and J V K is given by 
(g,Jv Kf) = (~pg,Jp U Kp~pf)p. A spectral set 
therefore has an essentially unique distinguished 
method of renormalization, namely, to a set of com
muting projections. Other methods of renormaliza
tion are of course still possible. 

If 8 is not spectral/then there is a priori no distin
guished method of renormalization and the number of 
essentially different methods is in fact very large. The 
problems of renormalization and reduction therefore 
are not separate. The problem of ascertaining. when a 
set 8 can be renormalized to a set of projections is 
therefore quite delicate and requires deeper investiga
tions. 

Let now 8 be an arbitrary set of generalized 
operators and let {J' be spectral. Assume that S is 
expressible in A3" We must now again realize that 
there is no a priori distinguished {J' and in general there 
is no way of separating the renormalization and 
reduction theories. 
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The above considerations have a bearing on the 
physical renormalization program, for if b is not a 
spectrally commutative set, then even if somehow we 
picked the generalized spectral measures {JT}Teb' 
part of the renormalization program now involves the 
essentially arbitrary choice of the "angles" among the 
renormalized spectral measures; even in the case of a 
spectrally commutative set one may be forced by 
physical consideration to renormalize the spectral 
measures to a noncommutative set. 

A typical physical situation is the following: We are 
given a set ~ of generalized operators which are the 
formal generators of the one-parameter subgroups of 
some physical group such as the Poincare group; ~ 
must of course be renormalized to a set of bona fide 
self-adjoint operators. We are also given another set 
S of generalized operators that we want to retain as a 
set of generalized operators. Typically ~ is given in 
terms of creation and annihilation operators and S is a 
set of free fields at a fixed time. The renormalization 
program now is the following: ~ R is obtained by two 
steps; first, we must choose appropriate generalized 
spectral measures for each element of~ an~second, we 
must find a spectral set (f which renormalized the 
generalized spectral measures to a set of bona fide 
spectral measures the "angles" among which are such 
as to obtain a representation ~R of the Lie algebra of 
the physical group. We conjecture that if the second 
step is possible at all,then as for the spectrally commu
tative case it can be carried out in an essentially unique 
way. Lastly, we must endeavor to have S expressible 
in Aff to obtain a set of generalized operators SA' 

The above of course is merely an outline but such 
an outline was in fact a prime goal of this section. It 
remains for future investigations to show to what 
extent this program can be carried out in practice. 

V. CONCLUDING REMARKS 

Historically functional analytic methods were 
introduced in order to deal with qualitative features of 
differential and integral equations; however, in the 
process of doing so certain concrete features of the 
original problems become lost. Thus, the fact that 
the original equations could be solved for concrete 
functions becomes lost in the study of abstract 
operators on abstract topological linear spaces. 
However, one has to reintroduce a certain amount of 
concreteness in order to deal with certain problems; 
thus, in studying the decomposition of operators with 
respect to eigenvectors one often needs more than the 
spectral measure (part of the purely abstract theory); 
it then becomes necessary to study features of the 
eigenvectors themselves. To do sO,one needs spaces 

to carry them and this leads to the introduction of 
auxiliary vector spaces such as <1>_ and <1>+ of rigged 
Hilbert spaces. We have been trying in the previous 
sections to see to what extent this formalism can 
handle problems outside of differential equations but 
which are closely related to them. We envisage a 
unified theory of differential equations and the so-to
speak generalized differential equations (generalized 
operators) seeking that such a theory would not only 
solve hitherto intractable problems but shed more 
light on differential equations per se by placing them 
in a wider context. The methods we have employed in 
developing an appropriate formalism have a large 
dose of extra mathematical reasoning coming mostly 
from physics; thus we have in this work only a certain 
outline of a purely mathematical theory. 

We believe that the reintroduction of a certain 
amount of concreteness into the abstract theory of 
operators is crucial. The abstract methods introduced 
to study the qualitative features of concrete differential 
and integral operators have often abstracted too much 
to permit simple analyses. A differential equation 
may have solutions which do not lie in the function 
space set up to study it,and information which these 
solutions provide either gets lost or else finds its way 
into the admissible solutions in such a complex way 
as to be almost inextricable. Thus, in analytic Hilbert 
space perturbation theory T(A.) = To + A V one can 
often find situations in which the perturbation series 
for the normalized eigenvectors is not analytic at 
A = 0 even though the concrete differential equation 
has solutions as concrete functions which are analytic 
at A. = O. In such cases, it is often expedient to study 
these solutions even though in the end one wants to 
obtain information only about the Hilbert space 
behavior of T(A). One would like to have sufficient 
concreteness to be able to deal with such situations 
but at the same time have a sufficiently abstract 
formalism to study the qualitative features of large 
classes of problems. In this work we have introduced 
the notion of a rigged Hilbert space at the basis of 
such a formalism. We again point out that our notion 
is weaker than that normally used and this is necessarily 
so,for the usual notion so far has rarely provided results 
significantly different from those of bona fide spectral 
theory. One of the surprising insights of our investiga
tions is the importance of what we call candidacy 
problems. We have not pursued these but there is a 
definite mathematical program connected with them, 
namely the following: 

(1) Define precisely what is meant by a change of 
rigging and a change of candidate. 
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(2) Define precisely what is meant by the various 
natural riggings (such as the complete and the 
diagonal rigging). 

(3) Prove regularity theorems which determine 
when various natural riggings exist. 

(4) Discover procedures for constructing the natural 
riggings when these do exist. 

(5) Find a natural way of expressing statements 
that are true "up to a change of rigging." 

A natural question that often arises is what addi
tional topological assumptions should one impose on 
et> _ and et> +. In our view one natural a priori assump
tion is to require et> + to be the 'UJ+ sequential comple
tion of jet> _. This is a generalization of the sequential 
completeness of a Hilbert space. In this way,starting 
with any pre-Hilbert space V with the inner product 
(', . ),one can construct a canonical rigged Hilbert space 
et> by taking et> _ to be V and et> + to be the sequential 
weak completion of V with respect to the inner 
product. Any consideration of further topological 
properties of et> _ and et> + we believe has to be related 
to the structures of any given generalized operators 
and pursued within the mathematical program in
troduced above. 

To disclose the structure of generalized operators 
we have used analogy with bona fide operators; 
namely, we assumed there is an analytic manifold of 
"solutions," given by R;., at the singular points of 
which lie the physically relevant structures. We have 
realized in the end that this approach is an attempt 
at two things at once, namely, a mathematical theory 
and a physical interpretation. For the program to be 
entirely successful,we must separate these two aspects 
and begin to decontaminate the mathematics from the 
physics. The mathematical aspects are the more 
imperative, a view which we shall further substantiate 
below. Because of this it is important to recognize the 
intrinsic properties which are independent of the 
physical renormalization program. 

At the other end of the physical renormalization 
program one arrives at a set of generalized operator
valued measures and one is once again in the domain 
of pure mathematics. Section IVC indicates that there 
is a definite multiplicity theory of mathematical 
renormalization which can be pursued as an independ
ent mathematical discipline. This theory still needs 
further material to be gained from physical considera
tions, for we have not developed in full detail the 
renormalization program for generalized operators 
containing "unusual" singularities in the resolvents. 
The mathematical and physical nature of these has 
yet to be clarified. 

Underlying the whole program of investigating 
generalized operators is a definite conception of the 
physical processes that generalized operators repre
sent. Our views on this matter, which are somewhat 
unconventional, are the following: 

The introduction of well-defined mathematical 
objects corresponding to physical phenomena is in 
general not very difficult in two forms, what may be 
called the differential and the integral form. Most 
theoretical difficulties come from trying to relate the 
two forms to each other by a definite theory. Thus from 
an "infinitesimal" mechanical model of continuous 
media one arrives at the differential equations govern
ing propagation and diffusion processes. There is an 
extensive body of functional analytic knowledge 
allowing us to study the structure of such equations 
and to relate them to the solutions, the integral form 
of the phenomena. Of course, a theory attempting to 
relate differential to integral forms may be frustrated 
by various "paradoxes" whose appearance may signal 
the existence of qualitatively new phenomena; thus 
the Klein-Gordon equation contains the Klein 
paradox which obstructs the quantum mechanical 
interpretation of the solutions and is finally resolved 
by the presence of pair creation. 

With the experimental development of elementary 
particle physics it has become clear that in addition to 
propagation and diffusion phenomena one has to 
consider the processes of emission and absorption. 
The formalism of creation and annihilation operators 
has enabled one to express the differential form of a 
mathematical theory, namely the introduction of 
generalized operators. The mathematical structure of 
these has, however, not been developed; what con
fronts one immediately is the difficulty that the formal 
Hamiltonians,say,map vectors of Hilbert space out of 
Hilbert space. Now there are two possible attitudes 
toward this fact: (1) the formal Hamiltonian is suspect 
and one must alter it drastically to conform to quan
tum mechanics; (2) the view that the inner product 
in the rigged Hilbert space in which the Hamiltonian 
is defined carries quantum mechanical probabilistic 
information is suspect. Most theorists to date have 
taken the first viewpoint; we propose the second. 

o Taking this point of view, the introduction of the 
Schrodinger equation 

i E. 1p(t) = T1p(t) ot 
is seen to involve false pretenses. In the first place, the 
equation is practically meaningless in that there are in 
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general no solutions other than 'IjJ = 0 and in the 
second place, since the inner product in $0 does not 
carry quantum mechanical probabilistic information, 
there is no point in introducing the equation in the 
first place. Conventional perturbation and renormal
ization programs also suffer from these false pretenses 
since they assume one is starting from some known 
"bare" quantum mechanical system. In contrast to 
the case of propagation phenomena where physical 
reasoning leads directly to equations to be solved, 
physical reasoning in the case of emission and absorp
tion does not lead directly to a set of equations to be 
solved. However ,the reasoning leading to the formal 
Hamiltonian is sufficiently simple and t:ompelling that 
one should take it in good faith. The formal Schro
dinger equation also should contain some truth and 
one must now ask what procedure for generalized 
operators corresponds mathematically as closely as 
possible to finding the solutions of a differential 
equation. The answer to this question is the goal of the 
intrinsic structure theory. One can now see just what 
role the methods of the previous sections, especially 
Sec. III, play; they straddle the mathematical and 
physical frameworks in that having some idea of the 
final physical situation we use the information to 
obtain insight into the mathematical structure theory. 
Eventually, however, the resolvent methods as we 
have formulated them, especially in the multivalued 
approach, would have to be given up for more 
intrinsic methods; for. just as not every differential 
equation has a well-defined physical interpretation, 
not every generalized operator should answer to 
physical principles and we are endeavoring to have a 
theory of generalized operators in general. It is 
imperative, however, that the provisional methods 
which we do employ not do any violence to the 
mathematical objects involved, for these are not 
suspect; we are willing. however, to do some vio
lence if necessary to certain physically related 
notions obtained from bona fide operator theory. 
We envisage a general theory of absorption and emis
sion, such as a detailed theory of electrodynamics, 
which stands prior to quantum mechanics. Such 
a theory may in fact contain "paradoxes" forcing 
us to change some physical views and it is also for 
this reason that a purely mathematical theory is 
imperative. 

Finally the theory of generalized operators may be 
considered as a form of calculus in infinitely many 
dimensions. There exist other infinite-dimensional 
calculi; namely the "functional methods." These are 
all based on the following formal considerations. One 
formally simultaneously diagonalizes a commuting 

set of real quantum field amplitudes t/>(x), x E IR n; 
[t/>(x), t/>(y)] = 0, x ¢ y. One then introduces a 
complete set of simultaneous eigenvectors t/>(X)'ff = 
f(X)'P'f, where the vector 'P'f is determined by the 
function x ---+ f(x). If $ is any other vector, then 
one can pass to the "representation" ($, 'P'f) = $(J) 
which is a functional on the space of functions 
x ~ f(x). The field cp(x) now acts as a multiplication 
operator multiplying $(J) by the evaluation func
tional ev.,:f~~ f(x) = ev.,(j); thus (t/>(x)$)(j) = 
eVp:(J)$(j) = f(x)$(J). One then introduces the 
canonical conjugate amplitude 7T(X); [t/>(x), 7T(y)] = 
ibex - y) which in the functional "representation" is 
taken to be the functional derivative 7T(X) = (l/i)b/bf(x). 
The above approach is often used by physicists because 
a large class of Hamiltonians in quantum-field theory 
is formally given by the forms 

T = J 7T(X)2 dx + V( cp). 

The "calculus" presented above, however, contains 
serious mathematical difficulties and there have been 
numerous attempts to put some form of it on a sound 
basis but few of these have met with any satisfying 
success. 

One particular difficulty that one notices imme
diately is that for many of the functionals one 
wants to consider the higher-functional derivatives 
such as b2/bfCx)2 are not well defined. For example 

W/bf(x)2] JfCy)3 dy = M(O)f(x) 

and one meets the meaningless expression 15(0). This 
is reminiscent of the difficulty in formal calculations 
of generalized operators; however, this difficulty with 
the functional approach has in practice proved more 
intractable. Can generalized operator theory help us 
understand this intractability? The following remarks 
may be of relevance: Let cp(x) be a free neutral scalar 
boson field amplitude defined in Fock space; then 
formally cp(x) has eigenvectors cp(x)'fr = T(X)'fr , 

where T(X) is a formal symbol that one manipulates 
as though it were a function. These eigenvectors can 
be given explicitly in a concise manner by means of a 
generating functionaljwe define 

then the n-particle component of 'P'r is given by 
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So, in particular, ('YTMx) = 7(X) and we have chosen 
the normalization such that ('Ji'T)O = l. If we now rig 
the I-particle subspace by $_ c: $+, then 7 should be 
in $+. An explicit calculation of ('Yr)n(Xl' ... , xn) 
shows that this is a sum of tensor products of factors 
either of the form 7(X i ) or b(x;, Xi)' i ~ j, where 
b(x, y) is a formal reproducing kernel 

f b(x, y)f(y) dy = f(x). 

If we rig the multiparticle subspaces appropriately, 
these formal expressions will in fact be concrete 
generalized functions and 'Yr will be in fact a general
ized eigenvector. The conditions which these require
ments place on $+ are, however, quite liberal, so 
liberal in fact that there is no generalized function 
space which contains all possible 7. We have shown 
therefore that cfo(x) has no complete rigging; no rigging 
of Fock space exhibits all the possible generalized 
eigenvectors of the bose field. The duals of function 
spaces therefore do not provide us with a universal 
infinite-dimensional independent variable but it is the 
belief in the existence of such a variable, which is 
naively taken to be a function, that underlies many of 
the formal methods of the functional approach as used 
by physicists. Whether in some sense universal infinite
dimensional variables exist is an intriguing question; 
we know that no dual of a function space provides it. 
The development of an ambitious multiplicity theory 
for generalized operators may hopefully shed further 

light on these problems and possibly facilitate the 
development of infinite-dimensional calculus. 
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The elements of the S matrix are calculated directly from an operator formalism, using the method 
of Yang and Feldman. This method has the advantage of providing a simple and direct justification of 
the Feynman rules for gauge fields, which express the contribution to the S matrix from a diagram 
containing closed loops in terms of sums over lowest-order physical amplitudes (tree amplitudes) in 
which all external lines are on the mass shell and have physical polarizations. This guarantees unitarity. 
A condensed notation due to DeWitt is used. First, the one- and two-loop contributions to the amplitude 
for production of a single quantum, and the amplitudes for pair production and scattering of a single 
particle by a classical background field are calculated in the absence of an invariance group. Noncausal 
chains (loops of cylically connected advanced or retarded Green's functions) never appear at any stage 
of the calculation, thus giving the decomposition into sums over tree amplitudes directly. This result is 
then generalized in an obvious way to the case in which an invariance group is present. The amplitudes 
are expressed in terms of a noncovariant propagator which propagates only physical (transverse) quanta. 
Rewriting these expressions in terms of covariant propagators leads to the formal appearance of "ficti
tious quanta," which compensate the nonphysical modes carried by these propagators. All results are in 
agreement with those obtained by other methods. 

1. INTRODUCTION 
In his study of the radiative corrections to gravity, 

Feynman1 proposed that the requirements of unitarity 
could be met by the use of a technique for calculating 
these corrections which is not obviously equivalent 
to the usual Feynman rules. This method is based on 
the decomposition of diagrams containing closed 
loops into sums over tree amplitudes (lowest-order 
physical scattering amplitudes) in which all external 
lines are on the mass shell and have physical trans
versality properties. This decomposition was accom
plished by removing noncausal chains (loops of 
cyclically connected advanced or retarded Green's 
functions) from all closed loops, and has the effect 
of eliminating the longitudinal components of the 
propagator. When only single closed loops are in
volved, these amplitudes group themselves in an 
obvious way into "Feynman baskets," i.e., groups of 
tree diagrams, each of which represents a complete 
physical process. This decomposition guarantees 
unitarity. In addition, the tree theorem of Feynman, 
which states that the sum of all tree diagrams for a 
given physical process is gauge invariant, can be used 
to show that the radiative corrections are gauge 
invariant. However, there are difficulties in extending 
this procedure to the case in which two or more 
closed loops are present. 

The aim of this paper is to attempt to put the 
justification of these rules on a firmer theoretical 
footing by showing that they can be derived in a 
straightforward manner from operator field theory 
by using a generalization of the method of Yang and 
Feldman. 2 Although the results agree with those 

obtained previously by other methods,3-5 this deriva
tion has the advantage of maintaining a closer con
nection with conventional field theory. Noncausal 
chains never appear, and all amplitudes are expressed 
in terms of propagators for transverse quanta only. 
The treatment of more than one closed loop is 
straightforward, although tedious. 

A notation due to DeWitt3.6 is used, which is 
sufficiently general to embrace all boson field theories, 
yet also condensed enough to reduce the analysis to 
manageable proportions. 

We treat small disturbances on a classical back
ground, which serves as a reference point about 
which quantum fluctuations are assumed to take 
place. This background plays an important role in 
the analysis of virtual processes. By varying the back
ground field, we can reproduce the effect of individual 
quanta on a variety of fundamental processes, in
cluding the laws of propagation, and all radiative 
corrections. In addition, the use of a background 
field eliminates the need to introduce external sources, 
thus avoiding difficulties when a non-Abelian invari
ance group is present. 

In Sec. 2, the notation is briefly described, and 
certain preliminary notions are introduced. Asymp
totic fields and the corresponding creation and 
annihilation operators are defined. With the aid of 
these operators, it is possible to define "vacua" in the 
remote past and future, relative to the background 
field, and to construct the incoming and outgoing 
states which determine the S matrix. 

The Yang-Feldman method and its application to 
the calculation of some elements of the S matrix are 

3487 
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described in Sec. 3. For simplicity, the presence of an 
invariance group is ignored in order to focus attention 
on the role of the Yang-Feldman method in yielding 
automatically the splitting of normal Feynman 
graphs into Feynman baskets. An iterative solution 
of the operator field equations gives an expansion of 
the outgoing fields in terms of the incoming fields, 
and from this one obtains an expansion of the creation 
and annihilation operators for outgoing states in 
terms of the corresponding operators for incoming 
states. The defining equation for the "relative vacua" 
is used to determine the "vacuum" in the remote 
future as an expansion in terms of the incoming 
states. We then determine the outgoing states as 
superpositions of incoming states, and use the 
orthonormality properties of the incoming states to 
calculate the elements of the S matrix. The amplitudes 
for one- and two-quantum production and for scatter
ing of a single quantum by the background field are 
explicitly calculated. These amplitudes have the form 
of sums over tree amplitudes, and the results obtained 
in lowest order are in agreement with those 
obtained by DeWitt,3 Fadeev and POpOV,4 and 
Mandelstam.5 The two-loop contribution to the 
amplitude is calculated, and is found to be expressible 
in terms of a functional derivative of the vacuum-to
vacuum amplitude, provided that a certain extra 
term, which was also used by DeWitt, is added to the 
field equations. The relationship of the need for this 
extra term to the removal of the noncausal chains is 
discussed. 

These results are generalized in an obvious way 
for the case in which an invariance group is present 
in Sec. 4. The procedure is the same as before, but it 
is now necessary to introduce two distinct propagators, 
both of which are defined relative to the background 
field. One is manifestly covariant, but propagates 
nonphysical as well as physical quanta; the other 
propagates physical quanta only, but lacks manifest 
covariance. Only the latter propagator enters into 
the calculation of the S matrix, in accordance with 
the tree theorem. When the amplitudes are re
expressed in terms of the covariant propagator, it is 
necessary to compensate the nonphysical modes by 
introducing "fictitious quanta" which couple to real 
quanta through asymmetric vertices which vanish 
when the invariance group is Abelian, and which 
appear only in closed loops. 

2. NOTATION, ASYMPTOTIC FIELDS, 
DEFINITION OF THE S MATRIX 

In what follows, a number of definitions and 
results from Ref. 3 will be used. The most important 

of these will be introduced as needed or given in 
Appendix A, but the reader is referred to the above
mentioned reference for a more complete discussion. 

The field variables are assumed to be real and are 
denoted by (V Letters from the middle of the Greek 
alphabet are used to denote space-time indices, while 
letters from the beginning of the Greek alphabet are 
reserved for group indices. Primes are used to dis
tinguish different points of space-time, and also 
appear on associated indices in order to avoid explicit 
appearances of the space-time coordinates. In many 
cases, the primes are suppressed, and the indices i,j, 
etc., do double duty as discrete labels for the field 
components and as continuous labels over the points 
of space-time. The summation convention for 
repeated indices is extended to include integrations 
over the space-time variables. Thus, expressions such 
as Mij are really elements of continuous matrices, and 
the symbol (}ii involves a 4-dimensional () function. 

Functional differentiation with respect to the field 
variables is denoted by a comma followed by one 
or more Latin indices. Thus, if S is the action func
tional for the system, the field equations could be 
written as 

S,i = o. (2.1) 

For local theories, S,ii plays the role of a linear 
differential operator with variable coefficients. The 
higher functional derivatives are known as bare vertex 
functions. They describe the basic interaction between 
finite disturbances and vanish for linear theories. 
Because of the commutativity of functional differ
entiation, the bare vertices S,iik'" are completely 
symmetric in their indices, and S,ii corresponds to 
a self-adjoint linear operator. 

The asymptotic forms of finite disturbances on a 
classical background are defined by 

cf>±i = cf>i - G±ii(S,i - S'ikcf>k) 

= cf>i - G±ii[(2 !r1S,ik!cf>kcf>1 

+ (3 !)-lS,iklmcf>kcf>!cf>m + ... J, (2.2) 

where the G± are the advanced and retarded Green's 
functions of the operator S,ii (or of an associated 
nonsingular operator Fii , defined in Ref. 3, if an 
invariance group is present) and the second part of 
the equation is obtained from the first by a formal 
expansion of the action about the background field rp. 
The asymptotic fields satisfy the equation for infinites
imal disturbances, 

(2.3) 
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and iteration of Eq. (2.2) gives a formal solution to 
the field equations 

0= SA<p + cp] 
- S .4,.} + (21)-IS .4,.}.4,.k 
- , ii't' ',. ijk't' 't' 

+ (3 !)-lS,ijkl<j>jCP"cpl + ... , (2.4) 

where the functional derivatives are evaluated at <p, 
which is a solution of S,i [<p] = 0. 

If the background field vanishes (flat empty space
time), the most general form for the asymptotic fields 
is given by 

cp±i = u~a1 + u~fa~* + °R!~+a (2.5) 

where the asymptotic wavefunctions U:l satisfy 

(2.6) 

and, in the presence of an invariance group, the 
supplementary conditions 

o Ri~U~ = 0, 0 FijU~ = O. (2.7) 

Here the capital Latin indices are used as schematic 
labels for the states of the corresponding quanta. 
Explicit forms for the u~ for the case of the Yang
Mills and gravitational fields are given in Ref. 3. 
These functions also satisfy the orthonormality 
relations 

- i Lu~(So)i}Uk d~1l = - i LU~(fo)~}Uk d~1l = 0, 

. [ *i( )Il } d~ . [ *i(f ')1' } d~ " 
-IJIUA SO tjUB .... /1 = -IJIUA 0 i}tlB .... /1 = uAB, 

-i Lu~(so)flRo)! d~/t = 0, (2.8) 

where the hypersurface ~ is asymptotically spacelike, 
but otherwise arbitrary, and the quantities So and fo 
are the Green's theorem operators associated with 
the operators oS,;} and °P;i' respectively. 

When the background field does not vanish, this 
form is generalized to 

cp±i = f~ia,~ + f~*ia,~* + R!~±~, (2.9) 
where 

f~i = (1 + Gtx±)~u~, (2.10) 

with the G6= being the advanced and retarded Green's 
functions in the absence of a background field, and 
where 

(2.lla) 
and 

(2. 11 b) 

These quantities satisfy a long list of identities which 
are given in Appendix A. 

The creation and annihilation operators a,±* and 
a,± are based on a separation of the total field into a 
classical background <p and a quantum remainder cp. 
The classical background is assumed to contain a 
finite amount of "energy", and hence it superposes 
linearly with cp in the remote past and future and 
disperses ultimately to a state of infinite weakness. 
We may then write 

cp±i = <p±i + cp±i (2.12) 

with <j>±i given by Eq. (2.9). 
We observe that we can write the commutator in 

the form 

[cp±i, cp±}] = iGi} = f~1~*i .:... f~*1~i, (2.13) 

which follows immediately from Eqs. (2.9), (2.l0), 
and (A8i), the commutation relations obeyed by the 
a,±, and from 

f± = (1 + GtX±)(l + G~X'f)-lr = r ± GU, 
(2.14) 

which is proved by making use of Eqs. (A8i) and 
(2.10). 

The functions f± are the basis functions for classical 
waves, and they satisfy a set of orthonormality 
relations which are similar to Eqs. (2.8) and which 
are given explicitly in Eq. (10.5) of Ref. 3. 

The relative vacua 10, ± (0) are defined by 

a,~ 10, ± (0) = O. (2.15) 

It should be stressed that the states 10, ± (0) are 
functionals of the classical background. Because the 
background is capable of producing or absorbing any 
number of quanta in individual elementary processes, 
the two states are not identical. 

Next we define incoming and outgoing states 

If the possibility of stable composite structures is 
ignored, these form two complete orthogonal bases 
in the physical Hilbert space. 

The S matrix can now be defined relative to the 
background field, with elements given by the ampli
tudes 

(A~'" A~, +00 I AI'" Am, -(0). (2.17) 

3. USE OF THE YANG-FELDMAN METHOD 
FOR THE CALCULATION OF SCATTERING 

AMPLITUDES 

The basic idea of the Yang-Feldman method is to 
obtain an iterative solution to the field equations in 
terms of the asymptotic fields and to use this solution 
to calculate the outgoing states as superpositions of 
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the incoming states. The orthonormality properties 
of the incoming states make it possible to obtain the 
elements of the S matrix simply by taking the appro
priate inner products and substituting our previously 
calculated expansions. 

In this chapter, we calculate the amplitudes for one
and two-quantum production and for scattering of a 
quantum by the background field. For the moment, 
the presence of an invariance group is ignored in 
order to focus attention on the problem of the 
decomposition into Feynman baskets. 

First, we write the outgoing fields cp+ as an expan
sion in terms of the incoming fields cp-, using Eq. (1.2). 
This gives 

cp +i = cp -i + (G-ii _ G+ii) 

x [(2 !)-IS' i "'ICP"'cpl 
+ (3 !)-IS.iklmCPkcplcpm + . , .] 

= cp-i _ (jij{(2 !)-IS. iklCP-kcp-1 

+ t[(2 !)-IS.ikIG-kiS.imn + (3 !)-IS. ilmn ] 

X (cp-lcp-mcp-n + cp-mcp-"cp-l) + ... }, 

(3.1) 

the second line following from the first by iteration. 
Using Eqs. (2.12), (2.13), (2.15), and (3.1) and the 

orthonormality properties of the functions f±, we 
obtain 

cx~ = - i lfjj*'l~cp+j d},;/1 

= - i Lfjj*'lfiUilicxs + fs*j cx"B* 

- (jjk[(2 !)-IS''''lmcplcpm + ... ]) d},;p 

= - i It:'J.*ijfj[f1/cx"B + ft*Jcxn* 

- (jjk(V"iukcxB + ukCX"B*) 

+ (2!)-IS. klmcplcpm + ... )] d},;/1 

= cx:;: + ijj*"[Vk1(uiAB + u~lcx"i/) 
+ (2 !)-IS. Nmcp-lcp-m + ... ] 

= (A + a)ABcxS + (B + bt.J.BCX"B* 

+ PA + DABCCXS*CXC + EABccxscxc 

+ F ABCCXS*CXC* + G.mcDCXB*CXC*-CXij 

+ H ABCDCXB*CXCCX ij 

+ I..J.BcDcxnCX'CCXij + JABCDCXB*CXC*CXj/ + .. " 
(3.2) 

where Vii is given by Eq. (2.11 b) and where 

A· .s: +. *iX- i B . *iX- *i AR = UAB IUA iiUB, An = lUA ijUB' 

- r,+*J[(2,)-IS G-kiS + (3,)-IS ] aAB - IJ A . .jkl ,imn . .llmn 

X Us1(/"fc*n + fc1c*"'iB" 

+ '-*1-m'f-;n) JC C f.., , 

b AB = if~*i[(2 !)-IS. iklG-kiS,imn + (3 !)-IS. ilmn ] 

X UB*1''C"'i'C*n + fc1'C*mfs*" 

+ fc*1cmfn*n), 

fJ A ~ tif~*iS.ikziil"fil*1 

= -tfjj*jS.1kl(1 + GoX-)~ 
X G~+)mn(1 + X+Gt)~, 

D 1 r,+*1s (f-*k)-l + f-k)-*I) ABC ~ ZIJ A .jkl B C C B , 

EAnc ~ tifjj*iS.ikzij/l(/, 

F ABC ~ tifj,*iS.jkzi'il*kfc*l, 

(3.3) 

G.LBCD ~ ifjj*j [(2 !)-lS.jklG-"iS.imn + (3 !)-IS. ilmn ] 

X Uil*1c*mfnn + fc*1il*mfnn 

+ fi;fil*mfc*n), 

H .. weD ~ ifj*i[(2 !)-lS.jk/G-kiS. mn + (3 !)-IS. ilmn ] 

X Us*1c mf nn + f'C1il*"'inn 

+ fi)lfil*mfcn), 

JABCD ~ ~if~*i[(2 !)-IS.jklG-kiS,imn + (3 !)-IS,il"'"] 

X UB1cmfn" + fi}f'Bmfc"), 

JABCD ~ tifj:*i[(2 !r1S,jklG-kiS,imn + (3 !r1S,1Imn) 

X UB*~fc*mfij*n + fi) * 1ii* mfc* n). 

It can be shown that Eq. (3.2) is consistent with 
the commutation rules for creation and annihilation 
operators for free fields. If the expansion (3.2) and its 
conjugate are inserted into the expressions for the 
commutators of cx+ and cx+*, tedious algebra7 shows 
that the commutation rules are satisfied provided the 
cx- and cx-* satisfy them. 

Next, we expand the outgoing "vacuum" in terms 
of the incoming states: 

10, + 00) = Co 10, - (0) 
00 

+ ! (n !)-ICAl'''An IAI . , . An, - (0). (3.4) 
11=1 

Substitution of this expansion and Eq. (3.2) into the 
defining equation (2.14) for the state 10, + 00) gives 
conditions which determine the coefficients C.-t1 .... -t •• 

Once these have been calculated, we obtain the 
elements of the S matrix by straightforward com
putation of inner products between incoming and 
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outgoing states. The conditions which we obtain are 

° = «(~ 10, + (0) 
00 

= !(n!)-I[(PA C A1'''An + AABCBA1"'An 
,,=0 

+ EABOCBOA1"'An + IABODCBODA1'''An + ... ) 
X IA 1 '" An' -00) 

+ (BABCA1'''An + D ABOCOAl'''An 

+ HABODCODAl'''An + ... ) IBAI ••. An, - 00) 

+ (FABOCAr"An + GABODCDA1"'An + ... ) 
X IBCA1 ••• An, - (0) 

+ (JABODCA1"'An + ... ) 
X IBCDA 1 '" An' -00) + .. ']. (3.5) 

An iterative method is used to obtain an approxi
mate solution to the system of equations given in 
(3.5). First, only the zero-order termsB are kept, 
giving 

n 

AABCoBA1"'An + L BAAiCOA1'''Ai_1Ai+l'''An = ° 
;=1 

for each n. (3.6) 

These can be solved exactly, with the result 

where 

(3.8) 

is symmetric, so that the CA1"'An are totally symmetric 
in their indices, as would be expected. 

These equations do not determine the vacuum-to
vacuum amplitude 

(0, + 00 10, 00) = C~ == eiJV
[4>], (3.9) 

since the coefficients are determined only up to the 
constant Co by Eqs. (2.5). However, only the vacuum
to-vacuum probability is really of interest, the phase 
of the amplitude being physically irrelevant. This can 
be obtained from the normalization condition on the 
state 10, + ex): 

00 

1 = (0, + ex) 1°, + 00) = !(n!)-lC*A1"'AnCA1"'An 
n=O 

~ ICol2 e! 'l'r log [1_(A-
1
mO(A-

1
m] 

~ IC
o
l2 e!logMtU-GC-)oXG(+)oXO),. (3.10) 

which is in agreement with previous results.\) 

The zero-order expressions are next inserted back 
into equations (3.5), and first-order terms are retained. 
Details of some of the calculations are given in 
Appendix B. The results to first order are 

C ,..., If*1S G(-)*k1C 
A - ~ A .1kl 0' 

CAB"'" COAB = -(A-1B)ABCO' 

CABO ~ -(A-1B)ABCO - (A-1B)AOCB (3.11) 

- (A -lB)BOC A - if !jS.jkzf~kf~}Co, 

C ABOD ~ COABCD, 

where 

(3.12) 

The first-order results are now inserted into Eqs. 
(3.5), and second-order terms are kept. The calcula
tion is similar to the first-order calculation (and is 
sketched for the case of CAB in Appendix B), with the 
result that 

CAB ~ -(A-1B)ABCO + C A C B C 01 

_ 1f*iS G(->*kiS. G(->*mZj*nc 
~ A .ikl .Imn B 0 

+ f!1[(2 !)-lS,iklG*kiS.imn + (3 !)-lS,ilmn] 
X [G(->*mnf~l + (G(->*ml + G(->*lm)f~"]Co. 

(3.13) 

The correction to C ABeD is given by a rather lengthy 
expression in Ref. 7. 

The third-order correction to C A is found in a 
similar manner by a very lengthy but straightforward 
computation and is also given in Ref. 7. 

This procedure can in principle be continued to give 
all the coefficients CA1"'An to arbitrarily high order. 
However, the number of terms one has to work with 
increases rapidly with increasing order, and the 
calculations become extremely lengthy. Those given 
here or in Ref. 7 are sufficient for the computation 
of the amplitudes for production of two quanta and 
for scattering of a single particle by the background 
field to second order (corresponding to a single 
closed loop in the radiative corrections) and the 
single-quantum production amplitude to third order 
(corresponding to two closed loops). 

The calculation of the single-quantum production 
amplitude to lowest order is given in detail in Appendix 
C as an example of how the calculations go. The result 
IS 

(A, + ex) I 0, - 00) = -!C~j!1.S.iklG(+)kl, (3.14) 

where j= (1 + GoX)u*. This can be written in the 
form 

(A 10 )_.iTJjiW , + ex) ,- ex) - Ie A.1' 
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with 
W. ,-..J 1.iS . G(+'kl 

,3 - 2 ,lkl , (3.15) 

where the functional W[/f] is defined in Eq. (3.8). This 
is in agreement with previous results [cf. Eq. (17.2) of 
Ref. 3]. 

The third-order contribution to the single-quantum 
production amplitude is given by 

(A, 00 10, -(0) 

~ -tc6j~S';k!G(+'kl 
-'liC*'!-; S. GkiS. G1PS G(+'mnG(+'ab 

R 0 A ,3k! ,.mn ,pab 
- liC*,!-; S. GkiS. GnJ'S G(+,mIG(+'ab 

4 0 A ,3kl ,'mn .pab 
- 1.iC*,!-; S. G-kiS. G nllS G(+llmG(+'ab 

4 0 A .Jkl ,.mn ,pab 

- liC*'j'; S. G lp<, G(+'m"G(+'ab 
4 0 A ,limn J,pab 

- 1.iC*,!-; S . GkiS. G(+' mIG(+)1/11 
.4 0 A ,lkl ,'mnp 

- liC*,!-; S. G-kiS· G(+llmG(+)nll 

4 0 A ,lkl ,.mnp 
- l-iC*,!-; S . G(+)k!G(+'mn 

8 0 A ,3k!mn 
- liC*,!-; S. GnJ'S G(+)amG(+)bl 

6 0 A ,3lmn ,l'ab 

- tiC6j~S,;!mnG-npS,pabG(+'ma(G(+llb + G(+)b!) 

- liC*,!-; S. GkiS. GnpS G(+)amG(+'bl 
4, 0 A ,3k! ,.mn ,pab 

- liC*j-; S . G'ciS· G-npS G(+)maG(+'bl 
4 0 A ,Jk! ,.mn ,pab 

1 'C *J'i A G-kiS G-npS - 4' oj A ,;kl ,imn ,pab 

X (G(+,ma + G(+'am)G(+llb 

- 1.iC*,!-i S. G-kiS. GlpS G(+)amG(+'bn (3.16) 
4 0 A ,1kl ,.mn ,pab . 

This is almost, but not quite, expressible in the form 
ieiW j~ w.;, What is missing is a term having the 
following structure: 

(3.17) 

Such a term would come from adding to the right~ 
hand side of the operator field equations (2.4) a term 
of the form 

(3.18) 

and a corresponding term to the definition of the 
asymptotic fields (2.2). If this term is added, we obtain 
the following expression for W,;: 

W,; ~ tiS,;kIG(+'kl- l(S,lmnGIPS,pab),; 

_ l(S G(+'kIG(+)mn) . 
g ,klmn .3 

__ L(S GnpS G(+'maG(+'lb 
12 ,lmn .pab 

+ S,lmnG-npS,POb(G(+'am + G(+'ma)G(+l!b),;. 

(3.19) 

This same extra term had to be added to the field 
equations by DeWitt in order to be able to write them 

in the form 

0= T{S,J/f +CP] - i(ln ~[If +CP)),i}' (3.20) 

It is also obtained when one explicitly removes the 
noncausal chains from the normal Feynman graphs. 
Since one expects that particle production amplitudes 
are obtained by functional differentiation of the 
vacuum diagrams and since the removal of the non
causal chains does not affect this relationship, it is 
perhaps not too surprising to find that it must be 
added in this case also. The expression for W[ If] 
obtained by functional integration of Eq. (3.19) is the 
same as the corresponding expression obtained by 
DeWitt, It is given in diagram form, following the 
conventions of that paper in Fig. l. However, DeWitt 
showed that still another term Y(2) must be added to 
the field equations in order (i) to complete the decom
position into Feynman baskets and (ii) to guarantee 
invariance of the theory under a change of variables. 
This term does not come automatically either from 
his calculation or from the present work. There is no 
difficulty in including it in the operator field equations 
of the Yang-Feldman formalism, and there are good 
consistency arguments for doing so. However, it 
cannot at the present time be said to emerge at a 
fundamental level, e.g., from a canonical formalism. 

We now proceed to the calculation of the two
quantum production amplitude and the amplitude 
for scattering of a single quantum by the background 
field. After a rather lengthy but straightforward 
calculation, we obtain, for pair production, 

(AA', + 00 10, - (0) 

,....., iC*u*PX u*r + IC*!; S. G(+'k'i-i S. G(+'mn 
- 0 A pr A' 4 OJ A ,Jkl A' ,'mn 

IC*,!-i(S GkiS + S )GC+'mn'jl - 2" 0 A ,ik! ,imn ,ilmn A' 

- lC*,!-il-n S. GkiS. (G(+)ml + G(+llm) 
2 0 A A' ,1kl ,.mn 

- 1.C*'!-; I-n S . G(+)kiS. G(+'ml 
2 0 A A' .3k! •• mn , (3.21) 

w·~o 

-~OO -kCX) 

-~e -~e -ie 
FIG. I. Vacuum diagram in absence of an invariance group. Lines 

bearing arrows represent quanta on the mass shell. 
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which agrees with previous results and which can be 
written in the form 

(AA', + 00 10, - 00) 

= ieiWu*PX u*r +1-iJi (eiH') '. A pr A' A A' ,'J' (3.22) 

with W given approximately by (3.15). 
Similarly, we obtain, for scattering, 

(A, + 00 I A', - 00) 

,...., Cri(bAA, + iu~PXprUA') 
+ !CtJ!tS.iklG(+)kz.r~,s,imnG(+)mn 

lC*'j"; fl (S GkiS + S )G(+)mn 
- 11 0 A A' ,;kl .imn .ilmn 
_ l.C*'j-i fn S GkiS. (G(+)ml + G(+llm) 

2 0 A A' ,jkl .,mn 
- lctJ!tf.'1,s.iklG(+)kiS,imnG(+)ml, (3.23) 

which also agrees with previous results. It is seen that 
the radiative corrections for scattering differ from 
those for pair production only in the modification 
of the external line wavefunctions to suit the process 
being considered. 

The formal results given above apply to any boson 
field theory. They have been checked, in lowest order, 
for the case of scalar fields with self-coupling by 
explicit computation of the relevant amplitudes. lO The 
result obtained by calculating the amplitude as given 
in Eq. (3.22) is the same as that obtained by applying 
the usual Feynman rules. 

4. GENERALIZATION TO THE CASE IN 
WHICH AN INV ARIANCE GROUP IS 

PRESENT 

It is not difficult to generalize the previous results 
to the case in which an invariance group is present. 
Equation (3.1) is unaffected, and Eq. (3.2) is modified 
only in the fact that the functions iG~+) which appear 
in the expressions for f3 A' aAB' and bAn are replaced by 
their projections into the physical subspace i(fj~+) (see 
Appendix A). This occurs because only products of 
the form uut appear in any of the calculations. 
Repeating the previous calculations, but using Eqs. 
(AlO) instead ofEqs. (A8), we obtain, to second order, 

C ,...., _lr-*; S. m(+)*"IC A - 11 +A .1kl 0 

CAB == -(A-lB)ABCO + CACnC;l 

+ l.e r-*i S. (!j(-)*kiS . (!j(+)*lmf*n 
2 0 +A .1kl .'mn -B 

- f!~[(2!)-ls.iklm~kiS.imn + (3!rlS.ilmnl 
X [m(+)*mnek 

+ (m(+)*ml + m(+)*lm)f~;]Co, 
CARC ,...., -(A-lB)ABCC - (A-IB)ACCB 

(A-IB) C 'f*i S f*k f *1 - BO A - I +A .ikl -B -c' (4.1) 

with 

(4.2) 
and 

(4.3) 

These two functions differ only by a gauge transforma
tion, and ut(X+ - X_)u* = 0, so that the plus and 
minus signs are physically irrelevant. 

To lowest order, the amplitude for single-quantum 
production is given by 

I *-i (+)kl 
(A, + 00 0, - 00)""" -lco f+Asdklm ,(4.4) 

which differs from the result for the case in which no 
group was present only in the replacement of G(+) by 
m(+) and of the function f by its generalization f±. 
As has been shown by DeWitt, this is also equal to 

lctf !A[S.iklG(+)kl- R~.iRkp(G(+)ap + G(+)Pa)] 

- .1C*f-i [S G(+)1rl (V. + V. ) G~(+)"P] 
- - 2 0 +A ,jkl - ("i)P (Pi)" , 

(4.5) 

where G(+) is the propagator for fictitious quanta and 
where 

V("i)P = R:,iRkP' (4.6) 

We obtain the two-quantum production amplitude 
in a similar manner. The result is 

(AA', + 00 I 0, - (0) 

= iCtu~.pX+pru~~ 

+ ·l.C*-fi S {c;'(+)k1f-' S {C;,(+)mn 
4 0 +A .iklW +A' .imnW 

- C:t~A[(2 !)-ls.iklm~S,imn + (3 !)-IS.ilmn] 

X (m(+)mnt~A.(m(+)ml + m(+)lm)t~A') 
- .lC*f-i S. {c;'(+)kiS. (c;'(+)m1f-n (4,7) 

2 0 +A .1klW "mnW +A" 

Again, this differs from (3.21) only in the replacement 
of G(+) by mc+) and off by f±. This result was also 
obtained by DeWitt. The re-expression of (4.7) in 
terms of the covariant propagators and the resulting 
terms involving the fictitious quanta are given in Ref. 3. 

This calculation verifies explicitly that, at least in 
lowest order, the elements of the S matrix in the 
presence of an invariance group can be obtained 
from the corresponding expressions in the absence of 
a group simply by replacing the propagators G(+) by 
m(+) everywhere and using suitably generalized 
external line wavefunctions. The calculation also 
indicates that this should be true for higher orders 
as well. Since the amplitudes have already been 
decomposed into Feynman baskets, the radiative 
corrections are automatically expressed in terms of 
sums over tree amplitudes. Hence the results are 
automatically unitary a'1d, by the tree theorem, also 
gauge invariant. The use of physical gravitons in the 
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sums over the tree amplitudes introduces a non
relativistic element into the theory. However, the 
expressions can always be converted to manifestly 
covariant form, provided that one introduces the 
fictitious quanta to compensate the unphysical modes 
which are carried by the covariant propagator. The 
necessity for doing this arises in a completely natural 
way when one calculates the amplitudes with the 
Yang-Feldman method. 
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APPENDIX A 

For the convenience of the reader, we list here a 
number of useful identities which are given in Ref. 3 
and which are needed in the present calculation. 

By (2.11) we have 

and 

X± = (1 - UG~)-lU = (1 + X±Gt)U. 

From the self-adjointness of °Fij it follows that 
Gtij = G(jii and hence that 

xt = Xi;. (Al) 

We define the positive energy function G~+) by 

,·G(+);j - tl i U *j + Ri v"(N-1)abv*P Ri o - A A 0", a b op 

+ R~",v:(N-l)bav:PRgp (A2) 

and the negative energy function G~-) by 

G~-)ij = G~+)*ij = _G~+)ji. (A3) 

It is convenient to introduce a special symbol for the 
projection of the positive energy function into the 
physical subspace (this is necessary only if an invari
ance group is present), which we define by 

The values for the retarded and advanced Green's 
functions and for the Feynman propagator for a non
zero background field are given in terms of their values 
for zero background field by 

G = Go(1 - UGO)-l = Go + GoXGo, 

G± = Gt(1 - UGtrl = Gt + Gtx±Gt. (A7) 

These quantities satisfy a number of identities which 
may be obtained by straightforward manipulation of 
the defining equations. We list a few of them here: 

x = (1 ± X±G~±»-lX±, 
(l ± X±G~±)rl = 1 T XG~±), 

1 + XGo = (1 T XG~±»(1 + X±Gt), 

G = G+ - G- = (1 + Gt X±)Go(1 + X±Gt), 

if G = G± T G(±), then 

G(±) = (1 + Gtx±)G~±)(1 + XGo) 

= (1 + GoX)G~±)(1 + X±G~±», 

X+ - X- = UGU = X+(Jox- = X-GoX+, 

X - X* = X(G~-) - G~+»X*, 

X* = [1 + X(G~-) - G~+»)tlX, 

(1 + G~X±)(1 + GriX'f)-l 

= 1 + (1 + Gtx±)(Gt - Gf)U 

= 1 ± G(1 + X'fGri'')-lU, 
G(+)ij = G(-)iJ. 

(ASa) 

(ASb) 

(ASe) 

(ASd) 

(ASe) 

(ASf) 

(ASg) 

(ASh) 

(ASi) 

(ASj) 

In the theory of the S matrix, the function G plays 
the role of propagator of field quanta. If an invariance 
group is present, this function propagates non
physical as well as physical quanta. It is useful to 
introduce alternative functions which propagate real 
quanta only. They are defined by 

(A9) 

i(b(+)ij - ui U*i (A4) o - A A . . These quantities satisfy a list of identities similar 
We note that,in the absence of an invariance group, to those of Eqs. (AS). They are 
G(+) - rc. (+) 

o - \!Jo • 
In quantum theory, -a dominant role is played by 

the Feynman propagator, which for zero background 
fields is defined by 

G') = 0 .. 
.. {_G(+)ij i to the future of)· 

o +G~-h' j to the future of i 

= Gti ; T G~±)i; = GJi_ (A5) 

Just as we defined X±, we have 

(A6) 

(b~± = (b~~, (A lOa) 

X± = (1 - umo±r1U = (1 ± x±m~±»-lX±, (A10b) 

X+ij = X_;i> (AI0c) 

(1 ± X±(b~±»-l = 1 T X±(b~±), (AlOd) 

1 + X±(bo± = (1 T X±(b~±»(l + X±Gt), (AlOe) 

(b± = (bo±(1 - Umo±)-l = G± T (bl±), (AlOf) 

whence 

m(±) = (1 + Gtx±)(b~±)(l + X±(bo±) 

= (1 + (bo±X±)(b~±)(1 + X±Gt). 



                                                                                                                                    

S MATRIX IN THE HEISENBERG REPRESENTATION 3495 

APPENDIX B 

An explicit calculation of the coefficient C A and 
brief sketch of the calculations of CAll and C ABC are 
given here. 

From Eq. (3.5) we deduce 

0= PACO + (A + a)ABCB + EABCCBC 

+ IABCDCIWD + .. " (Bla) 

0= PACB + (A + a)ACCCB + EA11CCCDB 

+ I.WDECCDEB + (B + b)ABCO + DABCCC 
+ HABCDCCD + ... , (BIb) 

0= PACBC + (A + a)ADCDBC + EADECDEBC 

+ IADEFCDEFBC + (B + b)ABCC 

etc. 

+ (B + b)ACCB + DABDCnc + DACDCD11 

+ HABDECDEB + (FABO + FAcB)Co 
+ (GABCD + GACBD)CO + ... , (Blc) 

Then to first order from Eq. (Bla) we have 

CA ~ (PB - E11CD(A-IB)CD)CO' (B2a) 

and from (Blc) 

CABC ~ -(A-1B)ABCC - (A-1B)ACCB 
+ AA:1(PD - EDEF(A-IB)EF)Co(A-lBbc 

+ AA:1r2FDBc - DDBE(A-IBhc 

- DDCE(A-IB)EB + 2EDEF(A-IB)BE(A-IB)CF] 

(B2b) 

and nothing new to this order for CAll' Using Eq. 
(ASa), we find that 

A-I = (1 + iutX-U)-1 

Therefore, 

= I - iu t X-u - iu t X-G~+) X-u 
- iutX-G~+)X-u - ... 

1 . t X -(l GI+)X-)-1 = -lU - 0 U 

= I - iutX*u. (B3) 

A-I f+*i (Jl . *PX* r) *k(l + X-G-)i All B = U AB - lU A prtl BUB 0 Ir 

= u~P(1 + X*G6)~ = f';/, (84) 

where Eq. (ASc) has been used in obtaining the second 
line from the first. 

Substituting the explicit forms given in Eq. (3.3) 
into (82a) and using Eqs. (B4) and (ASc), (ASe), we 
obtain for C A 

CA ~ -iiAA:kfjj*i S.ikz(l + G(jX-)!;. 

x (iG~+)mn + iG~+)mpX:rG~+)nr)(1 + X+Gt)~Co 
= lf~'S.;kz(1 + G(jX-)!;.G~+)mp 

X (1 - X*G~-»~(l + X+Gt)~Co 
= tf~iS.ikZG<->*kZCO' (B5) 

In calculating C ABC, we make the same kind of 
substitutions and go through the same manipulations. 
This is only necessary for the last term of (82b) (the 
one in square brackets), since the other one that is not 
already calculated is easily recognized to be equal to 
_(A-IB)BCCA , 

The calculation of CAn is similar. We give here the 
equation which determines it to second order and the 
first and last steps of the calculations: 

Vanishing of the coefficient of IB, (0) in Eq. (3.5) 
implies that 

0= PACB + (A + at-wCcn + (B + b)ABCO 

+ EACDCCDB + IACDECcDEB + D.mcCc 

(86) 

so that 

CAB"'" -(A-IB)ABCO 

- A"A1(PDCB + DDBOCO + EDOECCEB) 

- A"A1( bDB - aDo(A-IB)CB 

- HDBCE(A-IB)CE + tIDOEF 

X ~ (A-IB)OE(A-IB)FB)CO 
perm 
CEF 

X [G<->*m'1;1 + Gl-)*lny;n]co 

+ f'::'[(2!)-IS.;klG-kiS.imn + (3!)-IS.ilmn] 

X [d-)*mJ';1 + (d-)*lm + d-)*ml)f;n]Co. 

(B7) 

APPENDIX C 

We present here a detailed calculation of the single
quantum production amplitude to lowest order. 

By Eqs. (3.2) and (3.4), we have for single-quantum 
production 

(A, +00 I 0, -(0) 

= (0, + 001 cx~ 10, - (0) 

= PAC: + BABC'; + (2!)-IFABC(C;C + C~B) 
+ (3 !)-IJAHCD ~ Cf;CD + . . . . (el) 

perm 

Using the explicit expressions for the various 
coefficients, as given by (3.3), (3.10), and (3.12), and 
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Eqs. (A8b), (A8e), and (ASe), we obtain, in first order, 

(A, + 00 I 0, - (0) 

~ {JACri + BABC; + FABC(A-IB)~cCri 
= q[ -t/jf*iS.ikz(l + GoX-)~G~+)mn(1 + X+Gri-)~ 

- lu*PX-G(+)mr(l + XG )i S . G(-)kl 
2 A pr 0 0 m .JkZ 

+ Hl*iS,ik!(l + GoX-)~ 
X G~+)pmXprG~+)rn(1 + X+Gri)~] 

= -lC:u~j)[(l + X-Go);S,ikl(l + GoX-)~ 
X (1 + G~-)X):."G~+)rn(l + X+Gt)~ 
+ X- G(-)rm(l + XG )i S . G(+)k!] pr 0 0 m ,3k! 

= -tC:u~P[(l + X-Go)! 
+ X;rG~-)rm(1 + XGO):"]S,ik!G(+)kl 

= -tC~u~P(1 + XGO)~S,ik!G(+)kl 
- _lC*'j-; S . G(+)k! 
- 2 0 A ,3k! . (e2) 
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